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Background: The increasing prevalence of sepsis imposes a significant bur-
den on hospital systems. Furthermore, the negative impact of sepsis on the
patients’ health, as well as the cost of treatment, is drastically increased as sep-
sis diagnosis is delayed. Remote wearable devices can potentially provide a
low-cost, real-time solution for sepsis diagnosis and monitoring outside of the
hospital environment. Moreover, they offer patient comfort and mobility with-
out any impairments to the patients’ daily routines. Thus, in this challenge, we
focus on predicting the onset of sepsis using physiological parameters that can
be acquired by means of wearable devices.

Methods: In order to meet limited power and memory requirements of wear-
able devices, we use a reduced set of available features. Namely, we consider
the following vital signs: heart rate, pulse oximetry, temperature, systolic and
diastolic blood pressure, mean arterial pressure, and respiration rate. Our algo-
rithm uses a set of 84 features to predict a sepsis onset six hours in advance.
The prediction is made by considering the aforementioned set of vital param-
eters extracted from the current hour, along with the history of the same vital
parameters from the previous 11 hours. We use a random forest model with
100 weak learners because such a model has been demonstrated to be effective
on low-power, low-memory wearable devices. Moreover, we use data augmen-
tation techniques when no data is available to maximize the output of the utility
score function.

Results: We have performed a 10–fold stratified cross-validation using the
initial set of 5000 records. The overall utility score of our cross validation data
is −0.00535. The next steps include the exploration of additional techniques
that consider the temporal dynamics of the problem, such as, regression mod-
els, Markov chain, and Kalman filter.


