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Abstract

The 20th PhysioNet/Computing in Cardiology Challenge 2019 utilises 40 hourly-collected physiological vital signs and laboratory test results from patients admitted to intensive care units (ICUs). The main aim is to challenge researchers to come up with novel solutions for early detection the clinical onset of sepsis, which is critical for early action using antibiotic treatment and therefore improving sepsis outcome. We used training date provided and develop machine learning classifiers to predict clinical sepsis 6 - 12 hours ahead of the clinical onset.

Neural networks possess abilities to uncover insights from complex datasets. We have trained an ensemble classifier with a convolutional neural network (CNN) and a recurrent neural network (RNN) for early detection of sepsis. The classifiers were implemented in in Python using Keras with Tensorflow as back-end. Both networks were combined using bagging to achieve better performance.

The database appeared imbalanced, and the class (positive) with small number of data entries was oversampled proportionally before training. 90 \% of the augmented and oversampled data were used for training, with 10 \% for testing. Accuracy of 92.7 \%, AUROC of 0.964 and AUPRC of 0.383 were achieved in the testing set for detecting sepsis 12 hours before the clinical onset. Unity score from 5-fold cross-validation in released database was 0.786. The entry for the official phase of the PhysioNet/CinC 2019 competition received a normalized utility score of 0.288. Machine learning and neural networks approaches showed potential application for better prediction of sepsis, using real-world database with random missing data and imbalanced classes.

1. Introduction

Sepsis is a vital life-threatening condition caused by infection and overreaction by the immune system, which may cause critical subsequence including tissue damage, organ failure, or death [1]. Early detection and appropriate antibiotic treatment of sepsis have shown to effectively treat sepsis [1]. However, excessive antibiotic uses on false positive patients can develop antibiotic resistant bacterial strains and can waste resources. On the other hand, each hour of delayed treatment has been shown to increase the risk of resulting in death of by 4-8 \% [2]. Accurate early prediction remains an unsolved problem due to error-ridden and incomplete electronic medical records and the level of complexity of sepsis.

Convolutional neural networks (CNN) and Recurrent neural networks (RNN) are increasingly applicable to health care data providing highly accurate predictions. In this paper, we aim to develop and test machine learning techniques, especially neural networks, to predict sepsis up to 12 hours before the clinical onset. We have successfully created a data pipeline to process and clean data, identified important predictive features using both CNN and RNN networks.

2. Materials and Methods

2.1. Database and imbalanced classes

Hourly physiological data of 40 variables from 40,336 patients admitted to intensive care unit (ICU) provided by PhysioNet Challenge 2019 were used. The database appeared imbalanced, and the class (positive) with small number of data entries was oversampled proportionally before training using python library imbalanced-learn [3]. Let $\chi$ be an imbalanced dataset with $\chi_{\text{min}}$ and $\chi_{\text{maj}}$ being the subset of samples belonging to the minority and majority class, respectively. The balancing ratio of the dataset $\chi$ is defined as (eq. 1):

$$r_{\chi} = \left| \frac{\chi_{\text{min}}}{\chi_{\text{maj}}} \right|$$

(1)
The balancing process is equivalent to resampling $\chi$ into a new dataset $\chi_{\text{res}}$ such that $r_{\chi_{\text{res}}} > r_{\chi}$. Data balancing can be performed by oversampling such that new samples are generated in $\chi_{\min}$ to reach the balancing ratio $r_{\chi_{\text{res}}}$ [3].

Missing values, frequently found from laboratory data, were replaced by 0 in CNN and -1 in RNN before processing.

### 2.2. Training Data Labelling

For Sepsis patients, data were positively labelled 12 hours before clinical onset, aiming to achieve all possible rewarding scores according to the scales of score awarding from unity function [4].

### 2.3. Classification Model Training

Training and classification was implemented in Python environment using Keras [5] running on top of TensorFlow [6]. A CNN and RNN classifiers were trained on 90 % of data as a training set, and the accuracy was evaluated on 10 % of data as a testing set.

### 2.4. Convolutional Neural Network

#### 2.4.1. Feature selection

To remove the effect of missing data and speed up training, a subset of 11 features from the 40 variables were selected based on importance ranking from training a subset using random forest (Figure 1). The selected features were: Heart rate, Pulse oximetry, Temperature, Systolic BP, Mean arterial pressure, Diastolic BP, Respiration rate, End tidal carbon dioxide, Serum glucose, Gender and hours since ICU admission. Hospital admission time was not selected on purpose to achieve more generic and robust features when dealing with different centres.

#### 2.4.2. Architecture

Data were augmented using past information up to 5 hours before the current hour depending on data availability and the differences of the consecutive hours were computed. The resulting $11 \times 11$ matrix, resulting 121 vector for each hour were fed in a CNN for training. As illustrated in Figure 2, the CNN includes 3 convolutional layers, 2 pooling layers and a fully connected layer. Batch normalization and dropout layers [7] were also added in between to avoid over fitting.

![Figure 1. Importance ranking of the 40 features.](image)

### 2.5. Recurrent Neural Network

#### 2.5.1. Data Normalisation

Data normalization was performed using overall global maximum and minimum. The scaled feature $x_{\text{scaled}}$ is defined as (eq. 2):

$$x_{\text{scaled}} = \frac{x - x_{\min}}{x_{\max} - x_{\min}} \quad (2)$$

where, $x_{\min}$ and $x_{\max}$ were calculated as minimum and maximum values from all available data.

#### 2.5.2. Architecture

The 40 scaled features with past information up to 11 hours before the current hour (including) depending on data availability were used as input matrix for the prediction for the current hour, where no future information was used. The resulting $12 \times 40$ matrix was fed in a Long short-term memory (LSTM) network as input layer. Dropout
was applied to input layer aiming to act as optimised feature selection. As illustrated in Figure 2, the RNN includes two stacked LSTM layers with 128 neurons. Dropout layers were added in between to avoid over-fitting. A dense layer of 32 nodes was followed before the last layer.

### 2.6. Models Training

The last layer of both networks contains fully connected layers with the last layer with 1 neuron suitable for the binary classification problem, where the activation function is Sigmoid (eq. 3):

$$S(t) = \frac{1}{1 - e^{-x}}$$  \hspace{1cm} (3)

Both neural networks were trained for 40 epochs with mini-batch size of 64 samples, where each epoch was shuffled. The neural networks apply the Adam optimization method with learning rate set to 0.00001 with a decay of 0.000001. Loss function of sparse categorical cross-entropy (eq. 4) was used with accuracy as evaluation metric. The cross entropy function was the objective function to be optimised during the model training process as follows:

$$L(X, r) = -\frac{1}{m} \sum_{i=1}^{m} \log p(R = r_i | X)$$  \hspace{1cm} (4)

where \(x\) denotes to input data of the training sample, \(r\) is the marking sequence of the training sample, \(m\) is the length of the marking sequence in the training sample, and \(p\) is the probability of the \(i\)th output flagged as \(r_i\).

### 2.7. Ensemble - bagging

Ensemble methods combine several classifiers to produce better predictive performance than a single decision tree classifier. The main principle behind the ensemble model is that a group of learners come together to form a strong learner, thus increasing the accuracy of the model. As illustrated in Figure 4, RNN and CNN were combined using ensemble modelling of simple bagging averaging of the possibilities output of both classifiers.

### 3. Results and Discussions

A total of 1,552,210 input matrices from 40,336 patients were used, 1,241,768 were used as training set and 310,442
used as validation. CNN and RNN were trained with the normalised unity score of 0.288. Accuracy of 92.7 %, AUROC of 0.964 and AUPRC of 0.383 were achieved in the testing set.

As illustrated in Table 1, CNN alone achieved unity score of 0.236, while RNN achieved 0.279. The Ensemble-bagging of both networks achieved a better unity score (0.288) as expected.

<table>
<thead>
<tr>
<th></th>
<th>Local</th>
<th>Remote</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUROC</td>
<td>AUPRC</td>
<td>Accuracy</td>
</tr>
<tr>
<td>CNN</td>
<td>0.919</td>
<td>0.374</td>
<td>0.894</td>
</tr>
<tr>
<td>RNN</td>
<td>0.927</td>
<td>0.284</td>
<td>0.875</td>
</tr>
<tr>
<td>Ensemble</td>
<td>0.964</td>
<td>0.383</td>
<td>0.927</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.226</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.742</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.236</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.626</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.279</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.786</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.288</td>
</tr>
</tbody>
</table>

Usually deep neural networks (CNNs and RNNs) are incredibly good at with images, sound, language and other ‘natural’ data, while tree-boosting frameworks could have performed better performance on given good hand-crafted features or measurements, such as the features provided in this Challenge. XGBoost [8] and LightGBM [9] are novel gradient boosting frameworks that use tree based learning algorithms, and they fit models to error terms and averages results within a generalised linear modelling framework using base-learner (weak) models at each iteration. In the current work, we have followed a similar idea of ensemble neural networks and demonstrated the possibility of achieving comparable results with gradient boosting methods dealing with ready features.

4. Conclusions

In this paper, we have successfully developed and deployed two neural networks including a CNN and a RNN, to be able to predict sepsis up to 12 hours before the clinical onset with relative high accuracy. More detailed hyperparameter optimisation of both networks and combining more ensemble neural networks could provide better performance. Bio-inspired systems such as neural networks approaches showed potential application for better prediction of sepsis, using real-world database with random missing data and imbalanced classes. With this data processing pipeline, it is possible to process and clean data, identified important predictive features and offer prediction scores in real time, which could be very useful for clinical practice to improve sepsis treatment and outcome.
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