CinC Challenge: Cluster Analysis of Multi-Granular Time-series Data for Mortality Rate Prediction
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Abstract

The goal of this research is to develop novel cluster analysis techniques to identify similarity between ICU time-series data. The results generated by cluster analysis are further used for ICU mortality prediction. To preprocess multi-granular ICU time-series, we proposed a segmentation-based method to divide time-series into several segments. The minimal and maximal values within each segment were captured to maintain the statistical feature of the segment. A weighted Euclidean distance function was in place to evaluate the similarity between two instances and clustering was later used to convert each time-series into a corresponding cluster number. This way, we turned the high-dimensional ICU time series data into a 2-dimensional matrix. A rule-based classification model was developed from this 2-dimensional matrix, and the model was used to predict the in-hospital mortality for test cases. The experiments show that above approach is effective in handling ICU time-series data.

1. Introduction

The development of methods for prediction of mortality rates in Intensive Care Unit (ICU) populations has been motivated primarily by the need to compare the efficacy of medications, care guidelines, surgery, and other interventions[1]. The focus of the PhysioNet/CinC Challenge 2012 is to develop methods for patient-specific prediction of in-hospital mortality[1]. Participants will use information collected during the first two days of an ICU stay to predict which patients survive their hospitalizations, and which patients do not.

37 test variables are collected when a patient is in hospital. These 37 variables may be observed once, more than once, or not at all in some cases and each observation has an associated time-stamp indicating the elapsed time of the observation since ICU admission in each case, in hours and minutes. Thus, the project, in nature, can be considered as a problem of multi-dimensional time series data mining in the field of medical information or medical predicting.

The problem of time series pattern recognition has obtained intensive attention in data mining community, due to its prevalence in numerous applications[2-5]. In most applications, especially with the wide-wide, proliferation of multimedia technology, more and more multivariate time series data have appeared[7-14]. These include motion capture data, bio-informatics sequence, financial data, moving object tracking, and many others. Most progress achieved in this area has focused on single granularity time series problems. However, the time-series data collected from ICU has its special features, such as high-dimensionality and multi-granularity, which make the study difficult and challenging. Therefore, there is a need for providing solutions that address this type of time series data. In this paper, we present novel cluster analysis techniques to identify similarity between multi-dimensional and multi-granularity time-series data. The results generated by cluster analysis are further used for ICU mortality prediction.

2. The prediction system

Figure 1 shows the system architecture which consists of three main components, i.e., time series cluster analysis, prediction rule extraction, and mortality rate prediction. First, since the original ICU data include variables collected in different time intervals, the time series cluster analysis component aims at converting the multi granularity data into single granularity, through the statistical analysis of each time series input variable. Second, the prediction rule extraction component uses a traditional classification method to extract decision rules from data set A. Finally, the mortality rate prediction component applies the decision rule to data set B to evaluate the overall performance of the system.
2.1. Similarity computing

Similarity computing is one of the basic research topics in time series data clustering [15-17]. The main issue in similarity computing is that many traditional methods are sensitive to mutual drift in time series data. To address this issue, we implement a segmentation-based method to divide time-series into several segments. The minimal and the maximal values within each segment are captured to maintain the statistical feature of the segment, as shown in Figure 2.

\[
D_d = \sum_{i=1}^{n} \sqrt{\left( \frac{x_{i_{\text{max}}}-y_{i_{\text{max}}}}{x_{i_{\text{max}}}} - \frac{x_{i_{\text{min}}}-y_{i_{\text{min}}}}{x_{i_{\text{min}}}} \right)^2 + \left( \frac{x_{i_{\text{max}}}}{x_{i_{\text{max}}}} - \frac{x_{i_{\text{min}}}}{x_{i_{\text{min}}}} \right)^2}
\]

2.2. Clustering algorithm

Based on time slice and time series similarity function, K-means clustering algorithm on multivariate time series data is employed to turn each time series variable input a single cluster number. The centroid of each cluster is recorded, which will later be used on test cases. By turning each input sequence into a single value, we turn the original high-dimensional and multi-granular time series data into a two-dimensional matrix, as shown in Table 1 which includes 10 attributes and 23 patient records.

<table>
<thead>
<tr>
<th>RecordID</th>
<th>HR</th>
<th>NIDias</th>
<th>NIDy</th>
<th>Resp0</th>
<th>PHi</th>
<th>Pdi02</th>
<th>WBC</th>
<th>Urine</th>
<th>Temp</th>
<th>Death</th>
</tr>
</thead>
<tbody>
<tr>
<td>132554</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>132553</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>132551</td>
<td>7</td>
<td>1</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>132550</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>132549</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

2.3. Rule extraction and mortality rate prediction

The two-dimensional array developed in the previous step makes the development of classification model straightforward. As shown in Table 1, HR, NIDias, NIDy, etc. are input attributes, while Death is the classification attribute. Many traditional classification methods, such as decision trees, IF-THEN rules, support vector machine, etc. can be used to extract decision rules.

Once the classification model is chosen, the mortality rate prediction process is defined as follows:

STEP1: A test record is read from the test dataset which includes 37 time-series sequences.

STEP2: Each time-series sequence is compared with the centroid of each cluster which is derived from the clustering algorithm.

STEP3: Repeat STEP 2 to all 37 input variables and turn 37 time-series sequences into 37 corresponding cluster numbers.
STEP4: Apply the decision rules to the test case to predict the in-hospital death.

3. Experimental results

3.1. Preliminary experiments

Due to time constraint, the preliminary experiments are conducted on 10 input variables recommended by ICU doctors. These variables include PH, NISYSABP, PACO2, PAO2, TEMP, WBC, URINE, RESPRA, NIDIASABP. The given ICU Date Set A consisting of 4000 records is divided into three subsets. Each of the subset can be used as training set or test set.

Each time series sequence is first divided into 16 time intervals, and the length of each interval is fixed to three hours. Afterwards, time-series clustering algorithm, rules extraction algorithm, and mortality rates prediction algorithm are performed in proper order.

We can see that, from these two clusters, all the instances within the same cluster shared the similarly features and these features are well-captured by our segmentation-based time-series handling approach.

The preliminary experimental results are as follows: regarding death cases of ICU data set A, the prediction accuracy was 22.77% for Event 1, and the live prediction accuracy is 75%.

3.2. Second experiments

After Phase 1, we further refine our solutions to improve the prediction accuracy. First of all, even though the 10 variables used in the preliminary testing phase are suggested by domain experts, we cannot simply afford losing the rest 27 given input variables. Thus, in Phase 2, all of the 37 ICU attributes are used improve the experimental results.

Second, since we use fixed number of segments, this requires appropriate missing value handling methods to fill in missing values within certain segments. Different from Phase 1 which we simply used mean values to replace missing values, in Phase 2, we used advanced missing data imputation algorithm to capture the statistical feature in the original data.

Third, X-means clustering algorithms used to replace the original K-means algorithm because it is difficult to determine the value of K and the initial Kcentroids, which normally affect the prediction accuracy.

Similar to Phase 1, the given training dataset A is divided into three subsets with each subset being used once as the test set. Table 2 shows the comparison of our experimental results in Phase 1 and Phase 2.

<table>
<thead>
<tr>
<th>Test set results</th>
<th>Experiments 1</th>
<th>Experiments 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set-a</td>
<td>Set-b</td>
</tr>
<tr>
<td>death prediction</td>
<td>0.24</td>
<td>0.21</td>
</tr>
<tr>
<td>live prediction</td>
<td>0.72</td>
<td>0.77</td>
</tr>
</tbody>
</table>

The average results therefore are optimized from 22.77% to 33.08% for death prediction, and from 75% to 86% for live prediction.

Obviously, taking the whole 37 ICU attributes and optimization algorithms into consideration has highly improved the accuracy of the forecasts.

Figure 3-1 and Figure 3-2 show two clusters generated by K-means approach after time-series segmentation of input variable. We only displayed 10 patient instances (i.e., 10 curves) in each cluster to make the picture easy to read.
3.3. Further experiments

The further experiments are conducted on the whole 37 input variables. New general descriptor ICUType was added.

The further experimental results are as follows:
regarding death cases of ICU data set A, the average prediction accuracy was 51.525%.

1. ICUType = 1, the number of extraction rules is 118, in a total of 80 deaths, 47 of them were accurately predicted, the accuracy rate was 58.8%;
2. ICUType = 2, the number of extraction rules is 31, in a total of 43 deaths, 8 of them were accurately predicted, the accuracy rate was 18.6%;
3. ICUType = 3, the number of extraction rules is 115, in a total of 100 deaths, 63 of them were accurately predicted, the accuracy rate was 63%;
4. ICUType = 4, the number of extraction rules is 109, in a total of 100 deaths, 66 of them were accurately predicted, the accuracy rate was 66%;

4. Conclusions

Due to the high-dimensionality and multi-granularity features of ICU data, the prediction of mortality rate is a traditional but difficult research topic. This study shows that the segment-based clustering approach is effective in handling ICU time-series data and it is a feasible way for prediction of mortality rates. We plan to further improve our solution by choosing different distance metrics to refine the clustering approach, and developing more effective rule extraction algorithm.
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