






include temporal information in a classification procedure 
in order to improve overall performance of the classifier. 
Results on the training and test data show that the feature 
averaging method led to the highest agreement values, 
while the window extension methods led to the worst. 
Agreement values are similar as those reached by 
submitted entries during the scientific Computing in 
Cardiology competition, as reported in [10]. The test set 
result of the feature averaging method (with W5) even 
outperformed the highest results of all automatic 
classifiers submitted during the competition (90.44% vs 
89.4%). While the amount of neighboring segments used 
was limited to four, it seems worthwhile to investigate 
even higher amounts, since in [11] a maximal accuracy 
was reached with a total window size of 7 segments using 
a similar feature averaging approach.  

The worst performance of the window extension 
method can possibly be explained by a higher 
susceptibility to noise. While other methods average out 
noisy features or classifier output over possibly noise-free 
neighboring segments, in the window extension method, 
features of neighboring noise-free segments will also be 
affected. It explains why more robust versions of features 
are preferred when window width increased (up to W5). 
The window extension method also shows the largest 
difference between training and test set agreement, 
indicating higher overfitting and again higher 
susceptibility to noise present in the test set.  

The result averaging and window extension method 
showed drops in agreement when an even amount of 
segments was used. This can be explained by the possible 
ties in output class (+1 or -1) when averaging the 
classifier output over the neighboring segment outputs. 
Since priority is given to +1 (apnea) in these cases, it 
leads to an increased amount of false positives. Given 
priority to -1 (no apnea) would in the same way lead to an 
increased amount of false negatives. For this reason, the 
use of an odd amount of segments should be preferred.  

While overlapping of segments did improve overall 
agreement slightly, it suffers from the same problem as 
described in the paragraph above. The final segment 
output needs to be calculated by averaging over three 
classifier output values (one from the segment itself, and 
two from the left and right overlapping segments). This 
can again lead to the introduction of false positives when 
neighboring segments both contain apnea but the middle 
one does not. However, since apneic events are mostly 
occurring in a repetitive pattern [2], the amount of false 
positives introduced this way is limited. 

Future work will consist of improving the calculation 
of the RR interval and EDR signals by applying more 
robust methodologies (e.g. kPCA for EDR calculation 
[12]), using the LDA-based extracted feature sets in a 
more versatile LS-SVM classifier [13], and increasing the 
amount of neighboring segments as mentioned earlier. 

 

Acknowledgements 

Research supported by Research Council KUL: GOA 
MaNet, PFV/10/002 (OPTEC), several PhD/postdoc & 
fellow grants; iMinds: SBO dotatie 2013, ICON: 
NXT_Sleep, Belgian Federal Science Policy Office: 
IUAP P7/19 (DYSCO, 2012-2017). 

  
References 

[1] Young T, Palta M, Dempsey J, Skatrud J, Weber S, Bader 
S. The occurrence of sleep disordered breathing in middle-
aged adults. New Engl J Med 1993;328:1230-5. 

[2] Task Force of the American Academy of Sleep Medicine. 
Sleep-related breathing disorders in adults: recommenda-
tions for syndrome definition and measurement techniques 
in clinical research. Sleep 1999;22:667-89. 

[3] Iber C, Ancoli-Israel S, Chesson AL, Quan SF. The AASM 
manual for the scoring of sleep and associated events. 
Whestchester, IL: AASM, 2007. 

[4] Whitney CW, Gottlieb DJ, Redline S, Norman RG, Dodge 
RR, Shahar E, Surovec S, Nieto FJ. Reliability of scoring 
respiratory disturbance indices and sleep staging. Sleep 
1998;21:749-57. 

[5] Penzel T, Moody GB, Mark RG, Goldberger AL, Peter JH. 
The apnea-ECG database. Computers in Cardiology 
2000;27:255-8. 

[6] Pan J, Tompkins WJ. A real-time QRS detection algorithm. 
IEEE Trans on Biomed Eng 1985;32:230-6. 

[7] Bsoul M, Minn H, Tamil L. Apnea MedAssist: real-time 
sleep apnea monitor using single-lead ECG. IEEE Trans Inf 
Technol Biomed 2011;15:416-27. 

[8] Ripley BD. Pattern recognition and neural networks. 
Cambridge, UK: Cambridge Univ Press, 1996. 

[9] Landis JR, Koch GG. The measurement of observer 
agreement for categorical data. Biometrics 1977;33:159-74. 

[10] Penzel T, McNames J, Murray A, de Chazal P, Moody G, 
Raymond B. Systematic comparison of different algorithms 
for apnoea detection based on electrocardiogram 
recordings. Med Biol Eng Comput 2002;40:402-7. 

[11] Mendez O, Corthout J, Van Huffel S, Matteucci M, Penzel 
T, Cerutti S, Bianchi AM. Automatic screening of 
obstructive sleep apnea from the ECG based on empirical 
mode decomposition and wavelet analysis. Physiol Meas 
2010;31:273-89. 

[12] Widjaja D, Varon C, Caicedo A, Suykens J, Van Huffel S. 
Appication of kernel principal component analysis for 
single lead ECG-Derived Respiration. IEEE Trans Biomed 
Eng 2012;59:1169-76. 

[13] De Brabanter K, Karsmakers P, Ojeda F, Alzate C, De 
Brabanter J, Pelckmans K, De Moor B, Vandewalle J, 
Suykens J. LS-SVMlab toolbox user’s guide version 1.8. 
Internal report 2010:10-146.  

 
Address for correspondence. 
 
Tim Willemen.  
Celestijnenlaan 200C PB 2419, B-3001 Leuven, Belgium. 
tim.willemen@kuleuven.be 

248




