Automated Classification of Normal and Abnormal Heart Sounds using Support Vector Machines
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Abstract

While a number of researchers have attempted to develop algorithms for automated classification of heart sounds over the last five decades, these studies have been inadequate in terms of clinical utility due to a number of important limitations. The PhysioNet/Computing in Cardiology 2016 Challenge seeks to facilitate the development of highly robust algorithms to perform automatic classification of heart sounds in a manner which overcomes the limitations of previous studies.

The dataset consists of over 3000 phonocardiogram recordings, taken from several locations on the body, from both healthy and pathological adults and children. The classification task requires the algorithm to determine if a recording is normal, abnormal or cannot be scored (due to excessive noise/corruption of the signal). An implementation of a state-of-the-art segmentation algorithm has been provided by the Challenge organizers, leaving the primary focus of the Challenge on the classification task. For this task, we selected a number of features in both the time and frequency domains. For Phase I, our best overall score for the hidden test set was 0.78 (Sensitivity = 0.70, Specificity = 0.87). For Phase II, our best score was 0.7864 (Sensitivity = 0.733, Specificity = 0.8398).

1. Introduction

Auscultation is a technique routinely used for evaluating the mechanical activity of the heart in primary care medicine. Abnormal heart sounds can indicate valvular disorders such as stenosis or regurgitation [1-3]. Audible murmurs arise from turbulence resulting from defects of the valves. Though it is a commonly used technique, the ability to accurately diagnose based upon a standard stethoscope is highly dependent upon the skill of the clinician. In particular, the diagnostic accuracy is strongly influenced by the hearing acuity of the user [4]. As a result, the ability to automatically identify irregular heart sounds could help to improve patient care by eliminating the need for a highly skilled examiner [5]. This analysis is accomplished by digitally processing the phonocardiogram (PCG), which is a recording of the acoustic signal generated by the heart. Advances in processing of the PCG have resulted in additional improvements in the quality of the results [6], making it a useful, low-cost, non-invasive diagnostic modality for certain cardiac pathologies such as regurgitation and stenosis. However, there is still a strong need to enhance the robustness of the automated classification of PCG’s in order to allow this technique to be reliably used in a wide variety of applications, including self-evaluation for at-risk patients.

The objective of the PhysioNet/Computing in Cardiology 2016 Challenge is to encourage the development of algorithms to perform automatic classification of heart sounds as normal or abnormal. Furthermore, the Challenge is intentionally designed in a manner which overcomes the limitations of previous studies. These limitations are primarily a result of data that is not representative of the variety of data that may be obtained due to various recording positions and/or the amount of noise present, as well as lack of robust evaluative procedures of the algorithms such as validation on independent test sets.

2. Materials & methods

2.1. Data

Six databases consisting of a total of 3,126 phonocardiograms were provided for training [7,8]. The recordings were acquired from several locations on the body, from both healthy and pathological adults and children. Durations of the recordings varied from five seconds to just over two minutes. All recordings contain a single lead, which was acquired from one of nine locations on the body. Each signal was resampled to...
2kHz. The holdout test set was hidden from participants for the duration of the Challenge. The Challenge was divided into two phases. In Phase I, the unofficial phase, participants were allocated five attempts to run their algorithms against the test set; in Phase II, the official phase, twelve attempts were given.

Upon review of the distribution of normal vs. abnormal records in the various databases, we parsed through the recordings to create a balanced dataset. As shown in Table 1, we selected an equal number of normal and abnormal recordings from each database. We also eliminated noisy records to create the training set.

Table 1. Distribution of normal and abnormal records from each database used for the training set.

<table>
<thead>
<tr>
<th>Database</th>
<th># Normal Records</th>
<th># Abnormal Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>106</td>
<td>106</td>
</tr>
<tr>
<td>B</td>
<td>59</td>
<td>59</td>
</tr>
<tr>
<td>C</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>D</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>E</td>
<td>125</td>
<td>125</td>
</tr>
<tr>
<td>F</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Total</td>
<td>349</td>
<td>349</td>
</tr>
</tbody>
</table>

2.2. Preprocessing

The Challenge allows for three different classifications of the recordings: -1 = normal, 0 = unsure due to noise, and +1 abnormal. Prior to classifying as normal vs. abnormal, each recording was analyzed for signal quality to determine if it should be classified immediately as “unsure”, since noisy recordings would likely not reliably be classified correctly as normal or abnormal.

![Figure 1. Example of segmentation of PCG into four intervals representing S1, systole, S2 and diastole.](image)

For signals classified as “clean”, the phonocardiogram recordings were segmented using Springer’s improved version of Schmidt’s method [9,10]. Each cardiac cycle was divided into four parts: S1, S2, systole and diastole. Segmentation is an important step as it allows for the different heart sounds and phases of the cardiac cycle to be analyzed independently. An example of segmentation is shown in Figure 1.

2.3. Classification

A support vector machine (SVM) was created and trained for classifying signals as normal or abnormal. This technique was chosen due to the fact that support vector machines have been shown to be effective in the classification of normal vs. abnormal phonocardiograms [11-13]. Seventy-four features were selected from both the time and frequency domains, with guidance provided by the prior studies as to which attributes would be most effective [11,14]. Sequential feature selection was utilized in order to determine the optimal subset of features used for classification.

The subset of features used in our highest scoring submission included the following:

**Time-domain features**
- Mean duration of diastole interval
- Mean of the ratio of duration of systole to the RR interval
- Maximum of the mean value of either the region between S1 and S2 or the region between S2 and next cycle’s S1
- 10% trimmed mean of the amplitude of the peaks in S2

**Frequency-domain features**
- Average of the ratio of the power of each diastolic segment in the frequency band from 100-300Hz to the power of each diastolic segment in the frequency band from 200-400Hz
- 20% trimmed mean of the power of each diastolic segment in the frequency band from 150-350Hz
- 20% trimmed mean of the power of each diastolic segment in the frequency band from 200-400Hz

Filtering in the frequency domain was accomplished using a set of Butterworth bandpass filters at the specified frequency ranges.

The SVM used for classifying signals as normal or abnormal was generated in Matlab® using the *fitcsvm* command [15]. The SVM utilized a Gaussian kernel, which was automatically scaled using a heuristic procedure. The box constraint was set to one, and the
3. Results

All of our code for the Challenge was written in Matlab® [15] and submitted to the automated scoring system to be evaluated against the hidden test set. Scores for the official phase of the Challenge were calculated according to the following equations [16]:

\[
\text{Sensitivity}(\text{Se}) = \frac{\hat{Aa}_1}{\hat{Aa}_1 + \hat{Aq}_1 + \hat{An}_1}, \\
\text{Specificity}(\text{Sp}) = \frac{Nn_1}{Nn_1 + Nq_1 + Nn_2},
\]

where the capital letters denote the reference label (A = abnormal and N = normal) and lowercase letters denote the output of the classification algorithm (a = abnormal, n = normal, and q = uncertain). The subscripts indicate the signal quality, with 1 indicating a clean signal and 2 indicating a noisy signal. The weights, shown by the variable \(w\), are calculated from the actual distribution of records from the hidden test set. The values for these weights are shown in Table 2.

Table 2. Weight values for the sensitivity and specificity calculations.

<table>
<thead>
<tr>
<th>Weight</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w_{a1})</td>
<td>0.7881</td>
</tr>
<tr>
<td>(w_{a2})</td>
<td>0.2119</td>
</tr>
<tr>
<td>(w_{n1})</td>
<td>0.9467</td>
</tr>
<tr>
<td>(w_{n2})</td>
<td>0.0533</td>
</tr>
</tbody>
</table>

For the Challenge, we experimented with different training sets, numerous subsets of features, and various settings for the SVM in order to optimize our design. Using the balanced training set described in Table 1, rather than the entire training set, provided a significant improvement in our scores during the official phase. This improvement is likely a result of reducing the bias induced by the significantly unbalanced distribution of the entire training set that we had initially used for training.

Our scores in the official phase (Phase II) ranged from 0.746 to 0.810, which involved our submissions being evaluated over a randomly selected 20% of the test set. Our best final score achieved in the official phase of the Challenge was 0.7864 (Sensitivity = 0.733, Specificity = 0.8398) when our algorithm was run over the entire dataset rather than the randomly selected subset.

4. Discussion

In this study, support vector machines have been shown to effectively classify phonocardiograms as normal or abnormal. The machine learning technique chosen, support vector machines, was selected due to its proven record of performance in the classification of biomedical signals. The selection of a well-balanced, representative training set as well as the identification of optimal features for classification involved a significant effort. As expected, the resulting performance was sensitive to the particular features chosen. We also observed through the Challenge that our algorithm tended to perform better in specificity as compared to sensitivity. Therefore, the refinement of the selection of features as well as potentially adding features to further improve the accuracy of the method will be the focus of future work.
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