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Abstract

Introduction: The aim of the Physionet/CinC Challenge 2016 is to automatically classify heart sound recordings as normal or abnormal. The Challenge provides 3,153 labeled audio recordings taken from a single precordial location, as well as Springer’s state-of-the-art beat segmentation algorithm.

Algorithm: Using Springer’s segmentation algorithm, we divide each audio segment into an array of sub-second audio files corresponding to the four phases of the cardiac cycle. We take an N-point FFT of each audio segment and create five different data matrices: one for each sub-cycle (S1, Systole, S2, and Diastole), and one for a complete cardiac cycle. A column of the data matrix corresponds to the N-point FFT of one audio segment. Using sparse coding, we decompose the data matrix into a dictionary matrix and a sparse coefficient matrix. The dictionary matrix represents statistically important spectral features of the audio segments. The sparse coefficient matrix is a mapping that represents which features are used by each segment. Working in the sparse domain, we train support vector machines (SVMs) for each sub-cycle and for the complete cycle. We train a sixth SVM to combine the results from the preliminary SVMs into a single binary label for the entire sound recording.

Results: Our algorithm achieves a cross-validation score of 0.8652 (Se=0.8669 and Sp=0.8634). The best unofficial score when tested on a subset of the unknown challenge data is 0.812 (Se=0.825 and Sp=0.799).

Conclusions: We developed an algorithm to classify heart sound recordings as normal or pathological. Our results show that sparse coding is an effective way to define spectral features of the cardiac cycle and its sub-cycles for the purpose of classification. Further work will attempt to increase the sensitivity and specificity of the algorithm by exploring other classifiers while still working in the sparse domain.

1. Introduction

This work describes the solution of our entry in the 2016 Physionet/CinC Challenge. The goal of the Challenge was to accurately classify normal and abnormal heart sound recordings. The Challenge details can be found at https://physionet.org/challenge/2016/. The database we used in conjunction with the challenge is described in detail in [1].

The novelty of our solution and the focus of this paper relates to using sparse coding as a tool for performing unsupervised feature extraction. Using sparse coding in image and audio classification tasks is an active research area [2–9]. Our own previous work has found success in sparse-domain classification tasks using Support Vector Machines (SVMs) [10].

2. Algorithm

2.1. Audio Preprocessing

Prior to extracting features and learning a classifier, we preprocessed the audio data by segmenting the heart sounds and converting the data into the frequency domain. Fig. 1 offers a visual representation of the preprocessing steps.

Segmenting a PCG into periods is fundamental in the automated analysis of heard sounds [11]. As the first step of our algorithm we utilized Springer’s state-of-the-art segmentation code, which was provided by the Challenge [12], to separate each audio file into five arrays of smaller audio segments. The first array contained a list of all S1 sounds present in the audio. The second, third, and fourth arrays contained all of the systole, S2, and diastole sounds, respectively. The fifth array contained copies of the full heart cycles, starting with S1.

The next step in preprocessing the audio was to convert each sound segment from the time domain to the frequency domain with an N-point FFT. (The value of N was determined by looking at the maximum lengths of the segmented heart sounds. We selected N to be 364, 1024, 324, 2048, and 3760 for S1, systole, S2, diastole, and the full cycle, respectively. At the 2 kHz sampling frequency of the provided PCGs, these N-values correspond to 182 ms, 512 ms, 162 ms, 1.024 s, and 1.88 s, respectively.) After calculating the FFT of each segment, we discarded the phase information and half of the (symmetric) magnitude information to reduce computational complexity.
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Figure 1. Visual representation of preprocessing applied to one PCG file. The preprocessing converts an audio file in the time domain into five arrays of frequency information, grouped by segmented heart sounds.

2.2. Sparse Coding as Unsupervised Feature Extraction

After preprocessing the PCG data, we randomly selected 1,000 of the 3,153 provided files from which to learn features. We used these training files to create five data matrices. The columns of the first data matrix were the preprocessed S1 segments. Likewise, the systole, S2, diastole, and full-cycle segments made up the columns for the other data matrices. We then applied sparse coding on these data matrices as a form of unsupervised feature extraction.

The goal of sparse coding is to decompose a data matrix (Y) into the product of a dictionary matrix (D) and a sparse coefficient matrix (X):

\[ Y = DX. \] (1)

Each column of Y represents a data sample, which in our case is the N-point FFT of a single subsegment of PCG audio. The dictionary matrix, D, can be thought of as a set of commonly-occurring features learned from the training data. Fig. 2 gives a visual representation of Eq. 1.

Mathematically, performing this matrix decomposition corresponds to solving the following minimization problem [13, 14]:

\[
\min_{D \in \mathcal{C}, \{x_m\}} \frac{1}{M} \sum_{m=1}^{M} \frac{1}{2} \|y_m - Dx_m\|_2^2 + \lambda \|x_m\|_0. \tag{2}
\]

In this equation, each \( y_m \) corresponds to a column of Y and each \( x_m \) corresponds to a column of X. We jointly learn the dictionary matrix and the sparse coefficient vectors. We constrain the dictionary to \( \mathcal{C} \), the set of matrices whose columns have \( \ell_2 \)-norm less than one. This prevents the dictionary from growing arbitrarily large, which would remove the effect of the \( \ell_0 \) term in the objective function. The \( \lambda \) term is a fidelity-sparsity tradeoff parameter.

Unfortunately, the minimization program in Eq. 2 is a non-convex, NP-hard problem [15]. However, there are ways to approximate it and come up with workable solutions. One such method is to relax the \( \ell_0 \)-"norm" to the \( \ell_1 \)-norm and alternate solving for D and X while keeping the other constant. These relaxations result in the Alternating Minimization Algorithm, outlined in Alg. 1 [16, 17].

In our implementation of Alg. 1, we chose to update the dictionary (Line 8) using gradient descent, following the method reported in [8]. Line 5 of the algorithm is known in the literature as ‘basis pursuit denoising’ [18]. This is a well-studied problem, and we chose to solve it using the software package \texttt{l1ls}, developed by Koh, et. al. [19].

The intuition behind using sparse coding as a feature extraction tool is that each column of the learned coefficient matrix defines how much of each dictionary element (feature) is needed to reconstruct the respective column of the data matrix. Because the coefficient vectors are constrained to be sparse, most coefficients will be zero. Ideally, the trained dictionary will have some elements that correspond to normal heart sounds and other elements that correspond to abnormal heart sounds.
Applying sparse coding on the data matrices resulted in five different dictionaries. Each dictionary represents commonly-occurring spectral features present in the pre-processed S1, systole, S2, diastole, and full-cycle segments. Using these dictionaries, we computed sparse coefficient vectors for each segment of each file. We then averaged the coefficient vectors in each file. After this step, each PCG signal is represented by five sparse coefficient vectors.

2.3. Classification

We used the coefficient vectors from the unused 2,153 files to learn cross-validated SVM classifiers for each segment type (S1, systole, S2, diastole, and full cycle). We used the libsvm software package to learn the SVMs [20], we chose to train the SVMs using a first-order polynomial kernel, and we tuned the other SVM parameters using the modified cuckoo search algorithm [21]. We used the soft-margin output scores from these SVMs to train a final SVM that classified the PCG file to a single binary label.

Learning the five sparse coding dictionaries and the six SVMs was done offline. When we receive a new PCG file to test, we follow the same preprocessing procedure and then learn the sparse coefficient vectors using the appropriate dictionaries. After averaging the sparse vectors across the file, we generate five soft-margin scores using the segment-specific SVMs. These five scores are combined into a single label using the sixth SVM, resulting in a final answer for the new file.

3. Results

The best cross-validation score for the 2,153 files used to train the SVMs was 0.8652. The sensitivity was 0.8669 and the specificity was 0.8634. Previous attempts had cross-validation or holdout scores ranging from 0.82 to 0.86, but when tested on a subset of the unknown challenge data produced a high score of 0.812 (Se=0.825, Sp=0.799).

The average running time of our algorithm on the training set used 11.4% of the quota (≈ 1.71 × 10^{10} instructions). This takes about 3 seconds to run using MATLAB R2016a on a quad-core i7 processor clocked at 3.4 GHz with 16 GB RAM. The maximum running time used 41.0% of the quota.

4. Conclusion

The main contribution of this paper is to show that sparse coding can be used as a tool for unsupervised feature extraction. These features could possibly be combined with other features that are known to work well in heart sound classification tasks. In addition, the features could be used by different types of classifiers (not limited to SVMs) to improve accuracy.
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