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aperture, which is smaller than the area of the cross- 

section  itself.  The  valve  stenosis  occurs when  the 
Our aim in this study was to diagnose aortic valve 

stenosis from PCG signals using methods of 

converting the wavelet packet and statistical 

parameters. For categorization of three 

subcategories, K-nearest neighbor and multi-layer 

perceptron were used. After applying the proposed 

method on the PCG signals, the expected results were 

obtained. The highest classification accuracy for the 

features that were combined with the principal 

component analysis method and given to the non- 

linear kernel classifier with a non-linear kernel of 

order 4 was 94.48% (without the principal 

component analysis method) and 98.38% (by the 

principal component analysis method). Therefore, the 

results of the classification show that our proposed 

method has been able to distinguish with the high 

ability of the phonocardiogram signals of a person 

with aortic valve stenosis and a healthy person. The 

accuracy of the multilayer perceptron and the nearest 

neighbor of K were also found to be 98% in detecting 

the stenosis of the aortic valve from the other. In fact, 

after reducing the number of features with PCA 

(composition of features), the classification accuracy 

of the diagnosis of aortic valve stenosis was increased 

by 5.13% and 2.96%, respectively, using the KNN and 

MLP classifications. Also, after reducing the number 

of features with the PCA (feature combination), the 

SVM classifier with a nonlinear kernel was 2.91% and 

for the linear kernel increased by 15.42%. 
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1 Introduction 
 

Aortic valve stenosis is the most important disease of 

the heart valve in developed countries, which affects 

most people over the age of 65. The normal function 

of the aortic valve is that the blood flows from the left 

ventricle to the systemic environment without any 

interruption or reversal. The natural aortic valve is 

completely closed and, when open, is a  triangular 

valve does not open completely. Early diagnosis of 

this disease can save lives, reduce the burden of the 

treatment of the disease, such as surgery. In addition, 

today, with increasing technological advances and the 

need for newer and less invasive technologies, the 

diagnosis of aortic stenosis using PCG signals is 

considered non-invasive, functional, and cheaper 

than other Methods have been considered and we 

will use this signal in this study. In the studies of this 

area, the use of the wavelet transformation is usually 

used [1-5]. But here we are going to use the wavelet 

packet decomposition method because the use of 

WPD can produce a better resolution for the 

decomposed signal. In this study We plan to diagnose 

this disease by analyzing the phonocardiogram (PCG) 

signal with a wavelength packet (WP) and extracting 

the parameters of the parameters model such as AR, 

ARMA. To do this, the first and second sounds of 

the heart are extracted from the PCG signals with the 

aid of a vowel pack. Then the coefficients of the 

parameterized models are calculated and given as 

the input of the classifier, the supporting vector 

machine (SVM), and the output of the problem is the 

diagnosis of the stenosis of the aortic valve or the 

health of the valve. 
 

 
 

Figure1.Block diagram of the proposed system 
 

2 Concepts 
 

2-1 Phonocardiography :Phonocardiogram is a device 

for recording heart sounds and murmurs. This 

personal and individual interpretation system 

eliminates heart sounds, as well as evaluates heart 
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and murmur sounds for electrical and mechanical 

events in the heart cycle[6]. 
 

2-2 .Wavelet packet decomposition: wavelet packet 

decomposition(WPD) is a wavelet that signal is 

converted into a signal in which the signal passes 

through more filters than the discrete wavelet 

transform. In the transformation of a discrete 

wavelet, in each step the coefficient of 

approximation is passed through the downstream and 

upstream filters, but in the transformation of the 

bundle of packets, both the approximation and partial 

coefficients of the filter pass. 
 

 
 

Figure 2 - Decomposition tree a: Discrete wavelet Conversion b: 

wavelet packet Analysis [7] 
 

The advantage of using the WP analysis is that it 

allows the combination of different levels of analysis 

to make the original signal possible. 
 

2-3 .Feature extraction: In this dissertation, Shennot's 

entropy features, mean, standard deviation, power, 

Skwness and kurtosis were extracted from audio 

signals. 
 

2-4 .Parameter models: Sometimes one can equate 

the signal with a parametric model and estimate the 

parameters of this model, which can be used as a 

feature in the classification. In this paper, the signal is 

considered as a linear combination of signal and white 

noise (in the past and present moments (models AR 

and ARMA) and the coefficients of the model as 

Features are considered.[8] 
 

After normalizing all the features due to the high 

dimensionality dimension, we chose the selected 

properties using the feature selection methods. 
 

3 Method 

In this study, PCG signals related to the murmur 

database were used. This database is about Johns 

Hopkins Medical School. The data was taken from 

www.mrmurlab.com. The data includes 20 sonic 

aortic valve stenosis of 20 s and 23 normal sounds of 

20 s. The sampling frequency of the PCG signals is 

44100 Hz. According to the block diagram, 

implementation is done as follows: Extraction of 

features only from the wavelet packet transform 

coefficients for different base functions, Extract 

features only from statistical coefficients with 

different methods, Extract the characteristics of the 

wavelet packet decomposition coefficients and 

statistical coefficients, The parameter k in the class of 

the KNN, Number of hidden layer neurons in the MLP 

class, Linear and nonlinear kernel in SVM class, The 

nonlinear kernel order in the SVM class. At all stages, 

80% of the features were used for training and 20% 

equal to the test. The classification has been 

performed 100 times and the average results of the 

evaluation criteria have been reported. 
 

3-1 .SVM classification results: In this section, all 
features, such as the wavelet packet transform the 
kernel and the statistical models, were assigned to 
the SVM class. 

 

Table (1). results of SVM classification in different scenariosdB4 
 

 
 

 
3-2 .Wavelet packet with various base functions 

 

According to Table 2, the classification accuracy was 

extracted for the features that were extracted from 

the wavelet transform with a Daubechies dB4(4order) 

base function, more than the other basic functions of 

the wavelet (Morelot, Mexican hat, HAR). This 

accuracy is 82.42%. 
 

Table(2).Wavelet packet with various base functions 
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values of K. 

3-4 . The effect of the k parameter on the class of  

KNN:   In   this   section,   features   of   the   wavelet       
transform  with  dB4 and  the  statistical models are 

given for different values of K to the KNN class. 
 

number 
 

of 
 

features 
 

(composition 
 

of 
 

the 

 

3-3 .Parametric models : In this section, only the 

features of the AR and ARMA parameter coefficients 

were given to the above-mentioned categories. The 

coefficients of the model were calculated using youl- 

walker (YW), BURG, forward-backward (FB), least 

squared (LS) methods. After extraction, the 

aforementioned features were calculated and 

normalization was done. 
 

Table (3). feature extraction using coefficients of parametric 

models for different methods 

 
 
 
 
 
 
 

Table 4. shows the result of the KNN classifier for different 

 

According to the above table, for the K = 5 value, the 

best accuracy of the classification of the two 

categories of aortic valve stenosis and the lack of 

tightness is 93.25%. 
 

3-5 .The effect of the number of hidden neurons in 

the MLP classifier 
 

In this section, the features of the wavelet transform 

with dB4 (due to superiority to other basic functions 

of the violin) and the statistical models for several 

numbers of neurons in the latent layer are given to 

the MLP classification. 
 

Table 5. shows the result of the MLP classifier for a number of 

hidden neurons 

3-6 .Using the composition method of the principal 

component analysis component: According to the 

pervious table, the best accuracy is obtained for 5 

neurons in the hidden layer. Thus, for the diagnosis of 

aortic valve stenosis, the highest average accuracy is 

94.16%.So far, the results of the classification have 

been distinguished in such a way that we separate the 

features manually (wavelet and parametric models), 

now we want to use the method of reducing the 
 

Table (6) -Results of the classifier after the reduction of features 

with PCA 
 

. 

 
 
 
 
 
 
 
 
 
 

 
characteristic) of the main component analysis. To do 

this, we give all the characteristics to the PCA after 

normalization, and we give  10 combinations of 

superior features to the three classes of MLP, SVM, 

and KNN classes. Select floor segment parameters 

according to the best results (N = 5 and K = 5). The 

results of this step are shown in Table 6. 
 

According to this table, after reducing the number of 

features with PCA (composition of features), 

classification accuracy of the diagnosis of aortic valve 

stenosis increased by 5.13% and 2.96%, respectively, 

using the KNN and MLP classifications. The 

classification accuracy for the SVM classifier with the 

nonlinear kernel was 2.91% and for the linear kernel 

increased by 15.42%. 
 

4 .Conclusion: In this study, the purpose of diagnosis 

of aortic valve stenosis was based on the signal 

obtained from the phonocardiogram. The tool used in 

this study was to transform the wavelet packet that 

analyzes the signals in both high and low frequency 

bands. Different basic functions such as Hawk, 

Mexican hat, Daubechies (4th order) and so on were 

used to analyze the signals of the phonocardiogram. 

In addition to this method, parametric models are 

also used: AR and ARMA. Different methods such as 

Burg, Yull Walker and ... were used to derive model 
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parameters. Each of these features (violet packet and 

parametric models) was given to three commonly 

used backup carriers, k nearest neighbor and multi- 

layer perceptron, and the classification of the two 

groups of aortic valve stenosis and so on. In each of 

these categories, their parameters were set up as trial 

and error, and the classification was done. In the 

classifier, the vector of support for linear and 

nonlinear kernels was used. In the class of KNN, we 

changed the value of the parameter K, and in the 

multi-layer perceptron, we changed the number of 

hidden layer neurons. Then, the criteria for sensivity, 

specifity,accuracy, percision and accuracy were 

calculated for each floor class. In addition, ROC charts 

were drawn. The number below the ROC curve (ROC 

area) represents the ability of the classifier to be 

segregated. In summary, the following results are 

obtained: The accuracy of KNN and SVM 

classifications was better than MLP, After reducing 

the number of features with PCA  (composition of 

features), the classification accuracy of the diagnosis 

of aortic valve stenosis increased by 5.13% and 2.96%, 

respectively, using the KNN and MLP classifications. 

After reducing the number of features with PCA 

(composition of features), the classification accuracy 

of the aortic valve stenosis diagnosis problem was 

increased by 2.91% for the non-linear kernel for the 

SVM class and for the linear kernel by 15.42%, The 

highest accuracy of the SVM classification is obtained 

for the nonlinear kernel and rank 4 (94.48%), The 

number of nodes in the secret layers of the MLP 

classifier with a try and error of 5 was obtained. This 

value has the best accuracy (94.16%), The K number 

of neighbors in the KNN with a try and error of 5 is 

obtained. This value has the best accuracy (93.25%), 

The extracted features of a 4-dB dB4 bulletin board 

have the highest accuracy for the SVM classification 

(nonlinear kernel), compared with other baseline base 

functions (82.42%), The characteristics of the AR and 

ARMA statistical models with LS (least squares) 

method have the highest accuracy for the KNN class 

(86.76%),According to these results, we can say that 

using our proposed method, we were able to obtain 

the label of stenosis of the aortic valve without 

stenosis of 94.48% (without PCA) and 98.38% (with 

PCA) on the corresponding PCG signals. Bring us This 

figure indicates that our proposed method has been 

able to demonstrate our goal with our high ability. 

5 .Suggestions:To increase the ability of our 

proposed method, we have the following 

suggestions: You can use the”s”conversion to 

decomposition the phonocardiogram signals, 

Nonlinear features can be used such as sample 

entropy, chaotic features such as correlation 

dimension, Lyapunov faces, or frequency features. To 

achieve the results of other studies, it is possible to 

use feature selection methods such as principal 

component analysis, or to use evolutionary methods 

to select optimal properties such as genetic 

algorithm, particle swarm and ..., Data exploration 

methods can also be used. 
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