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Abstract

The morphological features for arrhythmia diagnosis are normally identified in different sizes. Attention-based deep neural networks have been proven to boost meaningful features on different scales, while suppressing the weak features. To boost capability of extracting the ECG features on different scales, we proposed MADNN: a multi-scale attention deep neural network combining kernel-wise and branch-wise attention modules. In the PhysioNet challenge 2020 for arrhythmia classification, MADNN achieved an overall score of 0.446 on the hidden testing-set.

1. Introduction

For diagnosis of arrhythmia, doctors often pay more attention to certain segments of an electrocardiogram (ECG) signal and pay less attention to the others [1]. In the area of deep learning, attention-based deep neural networks (DNNs) have been introduced to imitate the similar process [2].

The attention-based DNNs is proved to be capable of learning from global information and identifying areas to be focused on. Features related to the focused area are assigned more weights during the learning process, and useless information is suppressed [3].

Attention-based DNNs have been introduced with good performances, such as point-wise spatial attention network, squeeze & excitation module (SENet) [4] and selective kernel network (SKNet) [5]. These networks are designed to apply attention-based module in features on single-scale (respectively on channel-wise and branch-wise scales).

Recently, certain DNNs, such as convolutional block attention module (CBAM) [6] and split-attention networks (ResNeSt) [7], explored the potential of combining attention modules on different scales. These networks performed better than single-scale attention modules in the task of image classification.

Combining attention modules on different scales bring the increasing need for computational ability and make the DNN architecture more complicated. The residual modules in Aggregated Residual Transformations for Deep Neural Networks (ResNeXt) [8] reduce the computational ability and the difficulty of hyper-parameter tuning. The main idea of ResNeXt is feeding the inputs to branches containing the residual modules in the same kernel size.

Therefore, we proposed a 1-dimentional CNN for ECG signal classification, combining kernel-wise and branch-wise attention modules. The architecture of splitting branches in our proposed model was modified based on the architecture of ResNeXt.

2. Methods

2.1. Data retrieval

43134 samples were obtained from PhysioNet Challenge 2020 [9] [10]. Each sample contained one ECG signal and one diagnosis. All ECG signals were recorded in the sample rates of 500 Hz or 1000 Hz. The length of each signal varied from 10 seconds to 30 minutes (Figure 1).

Each ECG recording has one or more labels including normality and 111 types of abnormalities (Fig. 2). In our particular task, 27 types of labels were planed for classification and scored according to PhysioNet challenge 2020.

2.2. Data preprocessing

The DNN contains full-connected layers which requires a fixed size of inputs. To fixed the size of inputs for our model, we resampled the signals to a fixed rate of 500 Hz, and padded the signals to a length of 30000.

First, a fast Fourier transform was applied to resample all signals to 500hz. All signals were then padded to 30s. For the signal shorter than 60s, it was copied end to end to the length of 30s. On the contrary, the data longer than 30s...
was truncated to the length of 30s from the end of the signal.

At the end of data preprocessing, all samples were randomly shuffled and split into a training-set and a testing-set (respectively 90% and 10% of the total).

2.3. Data augmentation

To increase the randomness of the data and reduce overfitting. We randomly cropped each padded signal (Figure 1). 60 sampling points were reserved at the beginning of the signal as the starting interval for random clipping, and the last 60 sampling points of the signal as the ending interval for random clipping.

Figure 1. The process of random cropping.

At the beginning of preparing each input batch for training, a random integer was generated in a uniform distributed interval from 0 to 60. We cropped the area before the random number of sampling points in the starting interval, and cropped the ending interval after the random number of sampling points.

The classes of signals, with a smaller number of samples, contributes less in weights (weights of neurons in our DNN). Therefore, focal loss [11] was adopted as our loss function in the process of training. It helped in balancing the contribution of classes in different numbers of samples.

Also, an extraction weight for each class of data was generated according to Formula-1 for balancing the importance of different classes (\( W_i \) denoted the extraction weight of class \( I \); \( \mu \) denoted the number of samples in total; \( \mu_i \) denoted the mean number of samples labeled as class \( I \)). Before feeding each sample to our model, a random float ranged from 0 to 1 was generated. If the random float is less than the extraction weight of the corresponding class of the sample, the sample was skipped in training.

\[
W_i = \frac{\mu}{2\mu_i} \quad \text{(Formula 1)}
\]

2.4. DNN architecture

Kernel-wise attention modules (Figure 2-a) from SE modules and branch-wise attention modules (Figure 2-b) from SKNet were combined and modified as the multi-scale attention modules (Figure 2-c). The essence of our proposed multi-scale attention modules is to attached a Kernel-wise attention module after each branch-wise attention module.

Figure 2. Comparison of SE Module (a), SK module (b) and our proposed multi-scale attention module (c). FC denoted full-connected layer.
A few modifications were applied in designing the multi-scale attention modules. To extract features from signals in 1-dimension, 2-dimentional CNNs in SE modules and SKNet were converted to 1-dimentional CNNs correspondingly. Unlike the traditional SK modules, the input feature maps of our modules were fed to different branches of CNNs in the same kernel size. This idea was inspired by ResNeXt, and proven to be able to improve the accuracy and reduce the effort in hyper-parameters tuning.

The overall architecture of MADNN is a network connected a stem module in ResNeXt, four of our modified multi-scales attention modules, a global averaged pooling layer and a full-connected output layer (Figure 3).

3. Results

MADNN achieved an overall score of 0.446 in the hidden testing-set in PhysioNet Challenge 2020 for arrhythmia classification. The overall score was calculated according to a new scoring metric that awards partial credit to misdiagnoses as cardiologists [9].
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