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Abstract

Background: The animal models (in vitro or in vivo)
provide an excellent tool to study heart diseases, among
them the arrhythmia remains one of the most active re-
search subjects. Problems: However, the arrhythmia in-
ducing or treating effects in cardiac culture often hap-
pened long after the initial applications or in some rel-
atively short time windows. Human-assisted monitoring
is time-consuming and less efficient to capture rapidly the
events. Methods: Electrocardiological signals are fea-
tures by repetitive or similar patterns reflecting their in-
trinsic dynamics. Analyzing these patterns is of consider-
able interest to monitor/evaluate these dynamics’ changes.
Aims: Find appropriate (complexity) index which allows
monitoring and classifying the arrhythmic events during
the real-time signal acquisition in vitro or in clinical ap-
plications.

1. Introduction

Cardiovascular diseases are one of the leading death
causes. The electrophysiological signal of the heart pro-
vide an excellent tool to study the phenomena of cardio-
vascular diseases and then to help better understanding of
their mechanisms. Animal models provide a good platform
to model specific functional information of human heart,
for example, the arrhythmia inducing and treatment. How-
ever, the events in the inducing / treating process would not
appear immediately and often happen in some relatively
short time windows or even long after the initial applica-
tions. It is then necessary to monitor the signal to capture
these events in time. Human-assisted monitoring is time-
consuming and less efficient. So an automatic monitor-
ing/classification method for real-time use would be useful
and necessary.

It is known that electrophysiological signals reflect es-
sential biological information (different pathological con-
ditions etc.). Repetitive or similar patterns or shifts present
often in these signals, especially in the context of car-
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diac studies. Classification of these patterns would help
not only to explore the physiological mechanisms but also
to improve the diagnosis. Conventional signal processing
methods from time-domain, frequency-domain could be
used to analyze these patterns but with major issue of ro-
bustness. Because these signals could be strongly nonlin-
ear, it is thus hard to apply blindly the conventional meth-
ods for pure engineer processing purpose.

The analysis should be based on their own properties.
Since this type of signals represents often the output of a
complicated network with both stochastic and determinis-
tic components, the methods based on concepts from non-
linear dynamics and theory of deterministic chaos have
been of considerable interest. However, since the relia-
bility of methods like dimensions / exponents (correlation
dimension, fractal dimensions, Lyapunov exponents, etc. )
require large data sets. The observations from these tech-
niques on short experimental data are often questionable.
For example, to get a relatively reliable Lyapunov expo-
nents, at least 10m − 30m points (m is the dimension) are
needed [1]. The dimension m for typical cardiac electro-
physiological time series is generally no less than 4-6 [2].
So, application of these methods for short and noisy exper-
imental data seemed questionable.

Methods from complexity analysis are developed to bet-
ter process short and noisy data, like Approximate Entropy
[3], Sample Entropy [4], Detrended Fluctuation Analysis
[5], Hurst Exponent [6], Time Lagging [7] etc. Consider-
ing the fact that each method is based on certain mathemat-
ical conditions, it is in consequence advisable to compare
these methods in order to find appropriate method allow-
ing discriminating pathological signals from normal ones.
Here comes then the motivation of this study: compare
different complexity analysis methods and find the more
appropriate ones which allows monitoring and classifying
the arrhythmic events during the real-time signal acquisi-
tion from in vitro culture on the platform multi-electrodes
array. This work-flow can also be extended to clinical ap-
plications.

2. Models and Methods

Data preparation
The in vitro model used here is monolayer cardiac cell
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culture which is prepared with cardiomyocytes (CM) from
new-born (less than 4 days) rats’ heart (culture preparing
details in [8]). Different from other rats’ CM models in lit-
erature, this model shares very similar physiological char-
acteristic to those in situ. This CM culture allows repro-
ducing in vitro a wide range of cardiac pathological con-
ditions such as ischemia reperfusion, the radical stress or
thermal shock, and any combination of these conditions.

To study the electrophysiological properties of the cul-
ture, a multi-electrodes array (MEA) system is used (plat-
form details in [9]). The CM culture is directly prepared on
the MEA dishes, the real-time recorded extracellular field
potential (EFP) has a rather good spatial-temporal solution
(60 electrodes in form of 8 × 8 array, of diameter 30 µm,
inter-electrodes distance 100 µm; cell’s size : of diameter
15 µm, length 100 µm). The EFP signals correlate highly
with the action potential at depolarization and repolarizing
phase which makes interpreting the result at action poten-
tial level possible [10].

Complexity analysis methods

• Approximate Entropy (ApEn) is designed to exam-
ine the regularity or fluctuations of a time series, es-
pecially for short, noisy times series [3]. To cal-
culate ApEn, the time series x(t) is first converted
into m-dimensional vector X(i,m). Cmi (r) =
[number of x(j) such that d[x(i), x(j)] ≤ r] /(N−m+1)
measures the regularity within the scale level r in given di-
mension m (in an optimal way, m can be estimated by
the method false nearest neighbor). Defining φm(r) =

(N−m+1)−1
∑N−m+1
i=1 log(Cmi (r)), the ApEn can then

be obtained by ApEn = limN→∞
[
φm(r)− φm+1(r)

]
Generally, a time series containing repetitive patterns has
relatively small ApEn values; otherwise, the ApEn values
would be higher.

• Sample Entropy (SampEn) is a slight modification of
ApEn. ApEn uses a template-wise approach to calcu-
lating this average logarithmic probability. When cal-
culating Cmi (r), ApEn requires that each template con-
tributes a defined, nonzero probability which is not al-
ways possible. To avoid this constraint, self-matching is
thus allowed at each sequence which creates biased esti-
mation. SampEn allows reducing this bias by excluding
all self-matches in the calculation of the probability [4].
Compared to ApEn, SampEn is defined as SampEn =
limN→∞

[
− ln[φm(r)/φm+1(r)]

]
.

• Detrended Fluctuation Analysis (DFA) was initially de-
veloped to quantify the long-range power-law correlation
of DNA sequences [5]. It is today one of the most used
methods to determine signal’s statistical self-similarity.
The original time series x(t) is first converted into un-
bounded series y(k) =

∑t
i=1(xi−〈xi〉) Then the obtained

series (length N ) are divided into N
L boxes with different

length L. Then the “local trend” ym(k) is calculated by a
local least squares straight-line fit in each box [11]. De-
trending is carried out by subtracting the local trend ym(k)
in each segment. The root-mean-square fluctuation F (m)
of the resulting series is then obtained. Using log-log plot
(logF (m) and n), the fluctuations α can be characterized
by the slope of the line relating logF (m) ∝ nα.

• Hurst Exponent (HEx) is another general method to
measure long term memory and correlation properties of
time series. It quantifies the signal’s relative tendency ei-
ther to regress strongly to the mean or to cluster in a di-
rection, in other words : in terms of the asymptotic be-
havior of the rescaled range (R(n)

S(n) , R(n) : the range of
the first n values; S(n) : their standard deviation) as a
function of the time span T of a time series [6]: H =
log(R(n)/S(n)) log(T ).

• Modified Hurst Exponent (HExM). Like the action po-
tential or electrocardiogram, the extracellular potentials
are characterized by strong periodicity and fluctuations. In
case of arrhythmia, this periodicity is disturbed or even
broken. Cumulative sum (cumsum) allows detecting the
change in a time series, especially for extracellular poten-
tials. The obtained time series by cumsum are smoother
but with the same statistical properties. So, instead of us-
ing the original time series x(t) as input for the method
HEx, we propose here to use the cumulative sum of the
time series.

• The method Time Lagging (TLag) plays an essential
role in phase space reconstruction allowing transform-
ing one-dimensional analysis into topological problem
[7]. Since TLag determines the coordinates of the recon-
structed space, it can serve as a complexity index in this
sense. The general method to obtain TLag is by auto-
correlation function. According to the correlation the-
orem, under certain conditions, two observations of the
same process (x(t1), x(t2)) can be regarded as identical,
if x(t1) = x(t2). To examine the self-similarity of a sig-
nal and the τ shifted signal with auto-correlation function
: C(τ) =

∫∞
−∞ x(t)x(t+ τ)dt . The bigger is C(τ), more

x(t + τ) looks like x(t). τ is chosen as C(τ) = C(τ)0
e ,

C(τ)0 is the initial value of C(τ).

3. Results

Two types of EPF signals are considered : healthy and
arrhythmic ones. To simulate arrhythmia with this model
in vitro, several methods can be used : injection of spe-
cific drugs such as aconitine and acetylcholine; by electri-
cal stimulation or by hypothermia. In this study, we use
single electrical stimulation. As shown in Figure 1, after
stimulation, the EFP signals become arrhythmic : both the
periods and amplitudes are no more regular which are sim-
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Figure 1: Extracellular potential, in healthy and arrhythmic
cases. (y-axis unit : mV; sampling frequency 1 kHz)

ilar to clinical data. One of the main advantages of the
platform MEA is that the data is acquired from 60 chan-
nels, giving a possibility to examine statistically the global
performance of each method. So all results shown here are
based on analysis of more than 40 EFP signals (signals not
in accordance with quality standard are eliminated). To
better show the discrimination performance, ANOVA tests
were performed for the six methods.

ApEn and SampEn showed almost the same results. The
small P-values of both methods (5.8e-3) showed that this
result is statistically significant. Compared to normal sig-
nals, the medians of ApEn and SampEn for arrhythmic
ones are 56% higher, which means that the latter signals
are less repetitive.

DFA allows a slightly better result in terms of p-value
(2.6e-3). Its values corresponded well to that DFA method
looked for : generally α > 1 signifies that the tested
data would be most probably non-stationary / unbounded,
which is the case for electro-cardiological signals. What’s
more, since the exponent α for arrhythmic signals have
smaller variance, these signals are more likely similar.

Hurst Exponent measures the relative tendency of a time
series. When this exponent is in the range (0 ∼ 0.5), it
indicates that the time series has a tendency to switch be-
tween high and low values lasting a long time into the fu-
ture, which is true for cardiac signals (either for normal
signals or for arrhythmic ones).

As shown in Figure 2d, all these exponents are in
the range (0 ∼ 0.5), which proves the high-low-values-
switching tendency of EFP signals. This is more likely to
be true for healthy signals which keep in general a rela-
tively constant rhythm (periodic depolarization / repolar-
ization to ensure the propagation of action potential in the
heart). In case of arrhythmia, this rhythm is strongly dis-
turbed, that’s why their exponents have smaller values.

The cumulatively sum affects more the arrhythmic sig-
nals. For signals having periodic positive / negative val-
ues, it will not break too much these signals’ rhythm. This

(a) ANOVA test for ApEn, p-value : 0.0058

(b) ANOVA test for SampEn, p-value : 0.0058

(c) ANOVA test for DFA, p-value : 0.0026

(d) ANOVA test for HEx, p-value : 0.019

(e) ANOVA test for HExM, p-value : 2e-9

(f) ANOVA test for TLag, p-value : 9e-23. y-axis unit : millisecond

Figure 2: ANOVA tests for different methods. (except
TLag having unit of millisecond, other parameters have no
IS units.)

explains the result in Figure 2e : arrhythmic signals have
smaller hurst exponents and a very compact confident in-
terval.What’s more, the p-value is much better in HExM
than in the original HEx : improved from 1.9e-2 to 2.0e-9.

Time lag is the determining parameter in phase space
reconstruction by revealing if the time series may be pro-
duced by a large number of independent random variables
or be generated by a deterministic process having less
independent variables. Too large or too small time lag
could make the final phase space set uncorrelated or ill-
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determined. As shown in Figure 2f, the arrhythmic signals
have almost twice time lag than normal signals. The two
datasets are completely separated (p-value : 9e-23).

p-value median values
normal arrhythmic

ApEn 5.8e-03 0.0463 0.0723
SampEn 5.8e-03 0.0464 0.0725
DFA 2.6e-03 1.0072 1.0905
HEx 1.9e-02 0.2196 0.1866
HExM 2.0e-09 0.0087 0.0041
TLag 9.0e-23 23 39.5

Table 1: Median index values and p-values in ANOVA.

Globally, these methods allowed discriminating the nor-
mal and arrhythmic EFP signals. If only the median values
of these index are considered (Table 1), the classification
by ApEn and TLag showed good performance. The HExM

Figure 3: Classification of normal and arrhythmic EFP sig-
nals by ApEn, HExM and TLag.

improved the robustness of classification, compared to the
original exponent. By combining them, as shown in Figure
3, a separatrix plane can be found in space ApEn-HExM-
TLag, which provides a more robust classifier.

4. Conclusion

In this study, we compared six complexity analysis
methods for electro-cardiological signals in vitro in order
to obtain the most appropriate index to discriminate the
normal cardiac signals from arrhythmic ones. All results
from each method confirmed their theoretical meaning. It
is the Time Lagging method allowing obtaining the best
discrimination index. The ApEn and SampEn gave a sim-
ilar result as TLag. However their p-values are larger than
in TLag. The results with DFA and HEx are less signif-
icant. They would not be probably adaptable to this type
of signals. Though HExM did not give a better arrhyth-
mic/normal ratio than the original HEx, the p-value is im-
proved from 1.9e-2 to 2.0e-9 which does show the poten-

tial of this method. Further investigation is required. Clas-
sification based on these indexes provides a more robust
method to discriminate the normal cardiac signal and ar-
rhythmic ones. This part is essential in the development
of a work-flow of real-time arrhythmic events monitor-
ing/classification for in vitro studies and clinical applica-
tions as well.
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