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Abstract

Reliable cardiovascular risk stratification of hyperten-
sive patients is essential to provide appropriate clinical
management. However, traditional statistical approaches
may ignore important information from datasets and over-
look possible interactions among covariates when dealing
with high-dimensional data. Regularization techniques,
such as least absolute shrinkage and selection operator
(LASSO), may improve the prediction accuracy and inter-
pretability of regression models. Our aim is to identify
the most relevant features to predict cardiovascular (CV)
events in hypertensive patients by using the L1-penalized
Cox regression. We use clinical records of 1664 patients
of the Móstoles University Hospital whose CV status was
determined by clinical variables and biomarkers includ-
ing body index mass, blood pressure, cholesterol, albu-
min/creatinine ratio, and kidney function. By monotoni-
cally tuning its regularization parameter, the LASSO ap-
proach put forth is able to identify the most predictive fea-
tures, with “cystanin C-based glomerular filtration” being
the single most relevant predictor for CV events.

1. Introduction

Essential hypertension causes long-term adverse effects
and is one of the most important risk factors for cardio-
vascular (CV) disease, including heart failure, stroke, my-
ocardial infarction, and chronic kidney disease [1, 2]. Ap-
propriate clinical management of hypertensive patients re-
quires reliable CV risk stratification. A key step to carry
out such a stratification is the identification of the features
(clinical variables and biomarkers) with the strongest im-
pact in the probability of patients to suffer from a CV
event. Classical feature selection methods using univari-
ate analysis may be impractical or inefficient, especially
when dealing with many features or collinearity [3], since
they may overlook hidden relationships among features
and clinical outcomes such as mortality and CV events [4].

Overfitting may be another important issue, which is de-
fined as the effect of describing a random effect rather than
the real underlying relationship among features. Regular-
ization is a common technique to avoid overfitting in lin-
ear regression models [4]. The least absolute shrinkage
and selection operator (LASSO) is a rigorous way to ad-
dress these two problems jointly. By augmenting the fit-
ting regression term with a L1-norm cost, LASSO simul-
taneously performs regularization (leading to a more gen-
eralizable model) and feature selection (enforcing sparsity
in the final solution). This approach has been also applied
in genome-wide association analysis [5] and when trying
to identify prognostic factors with high-dimensional data
such as radiological features of PET images [6] or envi-
ronmental enteropathy biomarkers [7]. In these situations,
traditional statistical methods for feature selection may be
tedious or inefficient due to the amount of covariates and
the non-obvious correlation among them.

The focus of this paper is on the identification of the
features (variables and biomarkers) that have the strongest
impact on the evolution of hypertensive patients. The ul-
timate goal would be to use such features as prognostic
factors to predict the risk of a patient from suffering a
CV event. Our technical contribution is the application of
an L1-penalized Cox regression approach to the dataset at
hand. The Cox regression offers a simple but efficient way
to model the impact of the different features on the proba-
bility of the CV event [8], while the L1-penalization serves
to select the most predictive features and avoid overfitting.
Our approach uses data from more than 1664 hypertensive
patients from the Móstoles University Hospital.

2. LASSO model

LASSO is a regularization linear regression method that
shrinks coefficients towards zero, promoting sparse solu-
tions (several coefficients equal to 0) and, therefore, im-
proving the model interpretability. Given a linear regres-
sion model:

ŷ = βTx (1)
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Table 1. Baseline features of our hypertensive cohort.
Total Patients 1,664
Age (years) 56.8 ± 13.3
BMI 31.6 ± 5.6
Systolic BP (mmHg) 140.7 ± 12.4
Diastolic BP (mmHg) 79.3 ± 8.4
LDL cholesterol (mg/dL) 134.6 ± 32.6
HDL cholesterol (mg/dL) 64.0 ± 17.3
Tryglicerides (mg/dL) 154 ± 102
CRP (mg/dL) 6.1 ± 1.6
HbA1c (%) 5.9 ± 1.0
Albumin/creatinine ratio (mg/g) 16.1 ± 46.6
eGFRcreat (mL/min/1.73m2) 92.6 ± 20.5
eGFRcyst (mL/min/1.73m2) 102.2 ± 23.1

Data are reported as percentages or median (± interquartile range).
BMI: body index mass. BP: blood pressure. CRP: C-reactive protein.
HbA1c: glycated hemoglobin. eGFRcreat: estimate glomerular filtrate
rate from serum creatinine. eGFRcyst: estimate glomerular filtrate rate
from serum cystatin C. Both eGFRcreat and eGFRcyst were computed
using CKD-EPI (Chronic Kidney Disease Epidemiology Collaboration)
equations.

the goal is to estimate a response variable y, by a linear
combination of explicative features (covariates) in column
vector x using a set of coefficients, β, which have to be
estimated.

In LASSO, the regression coefficients β are estimated
minimizing the following objective function:

‖y −Xβ‖22 + λ‖β‖1 (2)

where y is a column vector with the response variable
for every individual, X is a matrix where features are in
columns, and ‖.‖p denotes the Lp-norm of a vector. The
presence of the L1-norm promotes solutions where β is
sparse, with the regularization parameter λ controlling the
particular number of entries of β that are zero [9, 10].

LASSO allows to perform a regularization path, in
which profiles of the lasso coefficients are provided as the
regularization parameter λ changes [10].

3. LASSO for Cox regression models

Survival analysis deals with the statistical modeling of
the time when a (death) event takes place. Cox regression
is a simple but effective way to perform survival analysis.
Specifically, under this approach, the instantaneous proba-
bility of death (event) at time t, given survival (no event)
up till t, i.e. hazard function, is modeled by:

h(t,x) = h0(t)e
βTx (3)

where h0(t) is the hazard with x = 0, i.e. baseline haz-
ard. The value of the the i-th coefficient in β models the
importance of the i-th feature in x in causing the event.

The coefficients β in a Cox regression with an L1-norm

penalization are estimated as

β̂ = argmin
β

(
−
∑
i

log

[
eβ

Txi∑
j∈Ri

eβ
Txj

]
+ λ‖β‖1

)
(4)

where for each i = 1, . . . , N , Ri is the set of individuals
of the study who are alive at time ti.

The first term in (4) corresponds to the log of the partial
likelihood and serves as counterpart of the least squares fit-
ting cost for the linear regression in (2). As in the regular
LASSO, the second term promotes sparsity on β.The reg-
ularization parameter λ is commonly chosen using k-fold
cross-validation, where k is usually between 5 and 10 [11].

4. Description of database and statistical
analyses

Hypertensive patient records were collected from the
Hypertension Unit of Móstoles University Hospital be-
tween 2006 and 2016. Patients with prevalent CV dis-
ease were excluded. The cohort included 1664 patients,
out of 3473, and the follow-up was 11.2 years (median 4.6
years). Around 34.8% of patients in the database were
diabetic, and 51% were women. Demographic, clinical
and biochemical data were collected, and kidney function
was calculated using the CKD-EPI equations [12]. Table 1
shows the baseline value for the features used in this work.
Baseline creatinine and cystatin-C were 0.8±0.2 mg/dL
(median± interquartile range). The CV events were my-
ocardial infarction (37), heart failure (27), stroke (46), and
death (47).

The Cox regression model with L1-norm penalization
(LASSO) was performed to: (1) feature selection; (2) ex-
plore the coefficients path, and (3) build a predictive model
for time-to-event data. In this work, we compared features
identified as significant using L1-penalized and classical
Cox regression models. Several features were correlated,
such as age, C-reactive protein and kidney function cal-
culated by both creatinine-based eGFR (eGFRcreat) and
cystatin C-based eGFR (eGFRcyst). We performed a two-
stage analysis, since our aim was to compare how both sur-
vival methods (L1-penalized and classical) addressed the
collinearity issue.

In the first stage, we selected features using two ap-
proaches. The first approach (A1) considers the correla-
tion coefficient to check the statistical relationship between
features and outcome. Those features with a statistical
association were suitable for a univariate Cox-regression.
The second approach (A2) performs the LASSO method
to reduce the number of significant features. In the sec-
ond stage, we constructed two multivariate survival models
through a survival analysis with features selected by both
approaches.
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Figure 1. Influence of the regularization parameter λ. Numbers at the top of the plots represent the number of features
of the model as λ changes. (a) Confidence intervals for the Mean Squared Error (MSE) when performing 10-fold cross
validation. Vertical dotted line on the left marks the λ value for the minimum MSE. Vertical dotted line on the right
indicates the λ chosen according to the parsimonious model (MSE is within one standard deviation of the minimum MSE);
(b) Path of the coefficients (lassopath) for every feature when using the penalized Cox-regression under L1-norm.

5. Results

Some features in Table 1 were strongly correlated, such
as age, CRP, and kidney function calculated by both eGFR-
creat and eGFRcyst.

On the one hand, only 5 features (age, diastolic BP,
LDL-cholesterol, eGFRcreat, and eGFRcyst) were con-
sidered for the multivariate Cox-regression analysis per-
formed by A1. That is, A1 excluded BMI, systolic
BP, HDL-chol, triglycerides, HbA1c, CRP and albu-
min/creatinine ratio because corresponding correlation co-
efficients with the outcome were low.

On the other hand, the L1-penalized Cox regression
was performed to automatically discard irrelevant features.
The regularization parameter λ was selected using 10-
fold cross-validation and the parsimonious model, see Fig-
ure 1(a). With this value of λ , approach A2 just iden-
tified features age and eGFRcyst as predictors (see Fig-
ure 1(b)). The LASSO regression coefficient related to
age was positive (βage = 0.01), indicating that the older
the patient is, the greater the CV risk. However, the
regression coefficient related to eGFRcyst was negative
(βeGFRcyst = −0.01), indicating that it is a protective fac-
tor, so the greater its value, the lower the CV risk. This
finding is biologically plausible: the higher the eGFRcyst,
the healthier the patient is. Note also from Fig. 1(b) how
the increase in λ is related to a reduction in the number of
selected features, being eGFRcyst the single most relevant
predictor for CV events (last coefficient to be set to zero).

To further evaluate the prognostic features for our pri-
mary outcome, we performed the multivariate Cox analy-
ses for both approaches. When calculating hazard ratios
using the features in A1, only age (HR 1.03, 95% CI 1.01-
1.05, p=0.0001), eGFRcyst (HR 1.8, 95% CI 1.05-3.09,
p=0.03), and LDL-cholesterol (HR 0.99, 95% CI 0.98-
0.99, p=0.009) were statistically significant. On the other
hand, when hazard ratios were calculated according to the
model provided by A2, both age (HR 1.05, 95% CI 1.03-
1.07, p <0.0001) and eGFRcyst (HR 2.55, 95% CI 1.62-
4.01, p <0.0001) were significant.

6. Conclusions

The aim of this work was to assess the applicability of a
regularized method, the L1-penalized Cox regression, for
predicting CV events on a population of hypertensive pa-
tients with correlated features. Since it is possible that
only a small number of features are truly informative, we
were interested in a method that implicitly drops corre-
lated, non-relevant features, and confounding factors.

By discarding the contribution of less important covari-
ates, the L1-penalized Cox regression produced a parsi-
monious and biologically plausible model improving in-
terpretability when compared with traditional statistical
methods. It identified not only age as a prognostic factor,
but also kidney function based on cystatin-C, a biomarker
with increasing interest due to its relevance as a stronger
predictor of CV disease than creatinine itself, what is in
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line with other studies [13, 14].
In comparison with the classical approach, figures (haz-

ard ratios, confidence interval, and p-values) provided by
the L1-penalized model are quite similar to those provided
by the classical approach. The main difference is that the
penalized method was more parsimonious as it discards
the LDL-cholesterol feature. From a clinical viewpoint,
this is an interesting result since patients in the database
are overweight, with high LDL-cholesterol values, and so
including the last feature is not going to provide more in-
formation about the CV risk. The simpler the model, the
easier is its application and interpretation.
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