Computing in Cardiology 2017; VOL 44

Atrial Fibrillation Classification Using
QRS Complex Features and LSTM

Vykintas Maknickas!, Algirdas Maknickas?

I Tesonet LLC, Vilnius, Lithuania
2 Institute of Mechanical Science, Faculty of Mechanics,
& Department of Information Technologies, Faculty of Fundamental Sciences,
Vilnius Gediminas Technical University, Vilnius, Lithuania

Abstract

Classification of Atrial Fibrillation from diverse electro-
cardiographic (ECG) signals is the challenging objective
of the 2017 Physionet Challenge. We suggest a Long Short
Term Memory (LSTM) network, which learns patterns di-
rectly from pre-computed QRS complex features that clas-
sifies ECG signals. Although our architecture is consid-
ered deep, it only consists of 1791 parameters. The re-
sult is an accurate, lightweight solution that classifies ECG
records as Normal, Atrial fibrillation, Other or Too noisy
with final challenge score of 0.78.

1. Introduction

Atrial fibrillation is associated with a wide range of car-
diovascular events, including cardiovascular mortality, ma-
jor cardiovascular events, heart failure, ischaemic heart
disease, chronic kidney disease, and sudden cardiac death,
in addition to a stroke and all-cause mortality [1]. Electro-
cardiogram (ECG) signal data is available to hospital staff
and individuals at home using a variety of sensors that col-
lect data with a wide range of accuracies. Accurate clas-
sification of signals could help non-clinically trained in-
dividuals to benefit from commercial ECG collection de-
vices by preventing cardiovascular events using an algo-
rithm that detects Atrial Fibrillation from ECG data. The
objective of the 2017 Physionet Challenge is the classifica-
tion of ECG signals as Normal, Atrial Fibrillation, Other
and Too noisy. Because ECG data is a reliable indicator of
various heart arrhythmias, automated algorithms that anal-
yse ECG data is a popular research topic. Long Short Term
Memory (LSTM) networks are designed to classify, pro-
cess and predict data points, which are listed in temporal
order. LSTM network are known to be powerful, clinical,
medical time series data classifiers [2]. Inspired by the re-
cent success of deep learning, we trained LSTM networks
on pre-computed QRS complex features.
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Rajpurkar et al. [3] developed an algorithm that ex-
ceeded the performance of board-certied cardiologists
when detecting a wide range of heart arrhythmias from
electrocardiograms recorded with a single-lead wearable
monitor. To accomplish this impressive feat, they trained
on a dataset of 500 patients with a 34-layer convolutional
neural network that maps a sequence of ECG samples to
a sequence of thythm classes. Although our architecture
is considered deep, it only consists of 1791 parameters.
This result is an accurate lightweight solution to classify
ECG data as Normal, Atrial fibrillation, Other or Too noisy
that can easily be developed for use in mobile applications

(apps).

2. Data preparation and future extrac-
tion

Features extracted in the former stage are highly depen-
dent on successful R peak detection since inaccuracies can
lead to inaccurate derived features. To reduce noise in the
signal, Finite impulse response (FIR) bandpass filters [4],
between 3 Hz and 45 Hz, were used. To detect R peaks in
raw ECG signals, we used a Hamiltonian-based modifica-
tion of the Pan-Tompkins R peak detection algorithm [5]
[6]. Features, derived from detected R peaks, along with
their extraction technique, are listed below.

RR Interval - Hamiltonian transform-based modification
of Pan-Tompkins R peak detection algorithm [5] [6].

QQ Interval - Q Peaks were detected by finding a min-
imal value in range of 6 values (or sample rate multiplied
by 0.02 threshold) before R peak.

SS Interval - S Peaks were detected by finding a minimal
value in range of 15 values (or sample rate multiplied by
0.05 threshold) after R peak.

PP Interval - P peaks were detected using a moving aver-
age crosses algorithm for P and T wave detection by Xingi
Louis Wang and J. Mikael Eklund [7].

TT Interval - T peaks were detected using a moving
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average crosses algorithm for P and T wave detection by
Xinqi Louis Wang and J. Mikael Eklund [7].

SQ Interval length - SQ time Interval length was calcu-
lated by subtracting the corresponding S and Q peak in-
dices.

PR Interval length - PR time Interval length was calcu-
lated by subtracting the corresponding R and R peak in-
dices.

QT Interval length - QT time Interval length was calcu-
lated by subtracting the corresponding Q and T peak in-
dices.

ST Interval length - ST time Interval length was calcu-
lated by subtracting the corresponding S and T peak in-
dices.

Standard deviation in range Q; — S;41 - Standard devi-
ation of the time interval between Q peak and following S
peak.

Number of peaks in between @Q); and S;;1 - Number of
peaks detected, in the interval between Q peak and S peak,
using moving average crossover algorithms for P and T
wave detection by Xinqi Louis Wang and J. Mikael Eklund
[7].

RR;—RR,;, - Difference between two consecutive RR
time intervals.

RaAmptitude; — B Amplitude, ., - Difference between two
consecutive R amplitudes.

R Amplitude - R peak value (mV).

S Amplitude - S peak value (mV).

RS Amplitude - Sum of R and S amplitudes.

RQ Amplitude - Sum of R and Q amplitudes.

P Amplitude - P peak value (mV).

T Amplitude - T peak value (mV).

R Amplitude difference - Difference between two con-
secutive R amplitude values.

PQ Interval length - Number of signal samples in-range
between P and Q peaks.

P width - Signal length between the moving average
crossovers of the corresponding P peak.

T Width - Signal length between moving average
crossovers of the corresponding T peak.

Heart rate turbulence offset - Heart rate turbulence off-
set is the difference between the heart rate immediately
following Premature Ventricular Contraction (PVC) and
the heart rate immediately preceding PVC, but we calcu-
lated offset for each RR interval using the formula 70; =
((RRi+1 + RRZ) - (RRl + RRz—l))/(RRz + RRi_l).

The sequence of features were divided into chunks of
46 time steps. Sequences that were shorter were padded
with zeros. All features were standardized by removing
the mean and by scaling to unit variance. Examples of the
single recording of the feature set is shown in Figures 1, 2
and 3.

Figure 1. Signal labelled as Normal.

Figure 2. Signal labelled as Atrial Fibrillation.

3. Neural network architecture

In this section, we describe the architecture of the neu-
ral networks in more detail. We optimize the architecture
in multiple steps. The final structure of the deep neural
network is displayed in Table 1. LSTM networks were in-

Table 1. Structure of the deep neural network.

Layer Type, Size Parameters
1 LSTM (8x46) 1024
2 LSTM (8x46) 544
3 LSTM (4) 208
4 MLP (3) 15

troduced by Sepp Hochreiter and Jrgen Schmidhuber [8].
They are designed to learn when incoming information is
important, when it should be integrated into the internal
state of a cell, and when it should propagate its internal
state with input, forget, and output gates. Since extracted
features are distributed in the time domain, such architec-
tures could accurately classify ECG signal into the given
categories.

4. Submission for test

LSTM is trained with error backpropagation using
Adaptive Momentum. The learning rate is set to 0.0009.
The optimizer and categorical cross-entropy is set as the
loss function. 80% of samples were used to train algorithm
and the other 20% were kept as a validation sub-set. The
training samples were divided into batches; there were 128
samples per batch. The algorithm was trained for 15000
epochs. After each epoch, a validation accuracy was deter-
mined. The weights that had the best validation accuracy
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Figure 3. Signal labelled as Other.

were selected and set aside after epoch; those weights were
then used in a submission to test the algorithm in the Phy-
sionet Challenge environment. The calculated scores are
listed in Table 2.

Table 2. The classification accuracy of the algorithm.

Type F1 score
Normal 0.90
Atrial fibrillation 0.75
Other 0.69
Average 0.78
5. Conclusion and future work

An algorithm capable of classifying ECG signals as
Normal, Atrial fibrillation, Other and Too noisy, with an
average F1 score of 0.78, has been developed. A total
of 23 features were extracted from signals for each de-
tected QRS complex. These features are then standardized
across the entire training data. Classification is done using
a three-layer LSTM neural network and trained with error
backpropagation. Future work may include using LSTM
attention mechanisms to determine a time-step importance
measure to better understand each features relevance.
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