Abstract

The early prediction of sepsis is important for ICU patients, as the risk of mortality increases as the disease is left untreated. We hypothesize that there is a need to learn important feature representations, such as to extract salient information from sepsis data. In this paper, we propose an unsupervised method to learn spatial-temporal information from the data, through the use of two autoencoders. For the official 2019 PhysioNet Challenge, our team, Kent Ridge AI (ranked 77th), obtained a utility score of -0.164 on the full test set. Additionally, we report cross-validation results and identify several issues which can potentially help to improve performance.

1. Introduction

Intensive-care unit (ICU) patients are at a high risk of developing sepsis, significantly increasing their risk of mortality[1, 2]. Sepsis causes organ failure and is hard to detect early, motivating the early detection of the disease. In this paper, we propose a hybrid feature learning model, comprising of spatial and temporal autoencoders, to learn deep feature representations. Underlying this decision is our hypothesis that patient data provided contains a great amount of spatial and temporal information. In our model, we stack spatial and temporal autoencoders, such that the hybrid model is able to identify patterns in the two domains. Thus, we can learn deep feature representations from patient data, for the better diagnosis of sepsis.

2. Spatio-temporal Feature Learning

Our proposed hybrid spatio-temporal model consists of a spatial autoencoder (SAE) and a temporal autoencoder (TAE), to learn from both the spatial and temporal domains. In this paper, \( X \in \mathbb{R}^{S \times T} \) is used to represent the raw patient data, where \( S \) is the number of channels and \( T \) is the number of time stamps. Therefore, we consider \( X \) in the form, such as \( X = \{x_1, x_2, ..., x_\tau\} \), where \( x_\tau \in \mathbb{R}^S \), \( \forall \tau = 1, ..., T \). \( x_\tau \) includes all channel records at time stamp \( \tau \).

2.1. Spatial Autoencoder (SAE)

The SAE is a standard autoencoder constructed with a multi-layer neural network [3] [4], consisting of an encoder and a decoder. The encoder, Spatial-E, has multiple hidden layers, where each successive layer extracts a compact representation of the previous hidden layer. Through the Spatial-E encoder, the input data at each time stamp \( x_\tau \in \mathbb{R}^S \) is mapped into a compact representation \( Y_\tau \in \mathbb{R}^S \) through a deterministic mapping:

\[
Y_\tau = f_{\theta^{se}}(x_\tau) = s(Wx_\tau + b),
\]

parameterized by \( \theta^{se} = (W, b) \), with the weight matrix \( W \in \mathbb{R}^{S' \times S} \) and the bias vector \( b \in \mathbb{R}^{S'} \). \( s(.) \) denotes an activation function, performing a non-linear transformation of the given data. The spatial encoder, denoted by \( Y = [Y_1, Y_2, ..., Y_T] \), where \( Y_\tau \in \mathbb{R}^{S'}, \forall \tau = 1, ..., T \), represents spatial representations of the raw input data \( X \). The decoder, Spatial-D, has the same symmetric structure as the encoder Spatial-E. The compact representations generated by the encoder Spatial-E at each time stamp \( \tau \) (i.e., \( Y_\tau \in \mathbb{R}^{S'} \)) are reconstructed back to the input data \( \hat{x}_\tau \in \mathbb{R}^S \) through a deterministic mapping:

\[
\hat{x}_\tau = f_{\theta^{se'}}(Y_\tau) = s(W'Y_\tau + b'),
\]

which parameterized by \( \theta^{se'} = (W', b') \), where \( W' \in \mathbb{R}^{S \times S'} \) and \( b' \in \mathbb{R}^{S'} \). To train the SAE, the multivariate time series patient data \( X \) is first sliced into \( x_\tau \), (i.e., \( x_\tau \) is the patient’s multi-channel measurements recorded at time stamp \( \tau \)), where \( \tau = 1, ..., T \). Each \( x_\tau \) is used to train the SAE, and update the parameters \( \theta^{se} \) and \( \theta^{se'} \). In our study, \( P \) number of patients data are involved for training. Each patient has a length of \( T \) measurements recorded in total. Therefore, the SAE is trained by \( P \times T \) number of data samples iteratively. The rectified linear unit and sigmoid are used as the activation functions for the Spatial-E and Spatial-D, respectively. Both parameters \( \theta^{se} \) and \( \theta^{se'} \) are updated and trained, such as to minimize the average reconstruction error between \( x_\tau \) and \( \hat{x}_\tau \) [4], [5], measured by the mean squared error (MSE) loss function \( L(x_\tau, \hat{x}_\tau) \). The SAE is optimized using Adam [6].
2.2. Temporal Autoencoder (TAE)

The TAE in this paper is constructed with the long short-term memory (LSTM) cell [7] a type of recurrent neural network (RNN). Each LSTM cell contains four gates: the forget gate (f), input gate (i), update gate (u) and output gate (o). Each gate takes in both the current input (e.g., \(x_\tau\)) and the output from the hidden state (e.g., \(h_{\tau-1}\)) of the previous LSTM cell. The mathematical operations within each LSTM cell at time stamp \(\tau\) are computed based on the following:

\[
\begin{align*}
    f_\tau &= A_f(W_f[h_{\tau-1}, x_\tau] + b_f) \\
    i_\tau &= A_i(W_i[h_{\tau-1}, x_\tau] + b_i) \\
    u_\tau &= A_u(W_u[h_{\tau-1}, x_\tau] + b_u) \\
    C_\tau &= C_{\tau-1} \ast f_\tau + i_\tau \ast u_\tau \\
    o_\tau &= A_o(W_o[h_{\tau-1}, x_\tau] + b_o) \\
    h_\tau &= o_\tau \ast \tanh(C_\tau) \quad (8)
\end{align*}
\]

Each gate in an LSTM-E encoder cell of TAE has one hidden layer with a total number of \(D\) units, which are used to learn and extract temporal dependencies from the multivariate time series input data \(X\). The dimension is \(S \times T\), where \(S\) is the number of channel measurements and \(T\) is the length of time stamps. As a result, (3)-(8), \(f_\tau, i_\tau, u_\tau, o_\tau \in \mathbb{R}^D\), \(C_\tau \in \mathbb{R}^D\), and \(h_\tau \in \mathbb{R}^D\) are the output signals from the four gates, and \(A_f, A_i, A_u, \text{ and } A_o\) are the activation functions at each gate respectively. The sigmoid function is used for \(A_f, A_i, \text{ and } A_u\), and the hyperbolic function is used for \(A_o\). The cell state (\(C_\tau \in \mathbb{R}^D\)) of the current LSTM cell is updated based on the previous cell state, and controlled by the outputs from the forget gate, input gate, input and update gate, whereas the hidden state (\(h_\tau \in \mathbb{R}^D\)) of the current LSTM cell is computed by the signal from the output gate and the activated output of the current cell state. Then, the combined signals, \(C_\tau\) and \(h_\tau\), are the ones which will be passed to the next LSTM cell corresponding to the time stamp \(\tau + 1\). \(\theta^{\text{te}} = \{W_f, b_f, W_i, b_i, W_u, b_u, W_o, b_o\}\) are the parameters for each LSTM-E. In this paper, we assume that the LSTM-E at different time stamps share the same set of parameters.

Figure 1 illustrates the structure of TAE. We take outputs from the hidden states of every encoder cell LSTM-E in the TAE encoder, and consider them as the temporal feature representations \(h \in \mathbb{R}^{D \times T}\) of the input data \(X\) [8] [9]. In order to train the TAE, a decoder consisting of a set of LSTM-D decoder cells, each with \(S\) hidden units in all the gates, are attached after the encoder, mapping the encoded temporal feature representations \(h\) back to the input of TAE, \(X\). Having the same setting as the TAE encoder, all the LSTM-D in the decoder share the same set of parameters, denoted by \(\theta^{\text{de}}\).

During training, the LSTM-E encoder takes in the raw data \(X \in \mathbb{R}^{S \times T}\) to capture the temporal variations. As a result, the outputs from the hidden states of all the LSTM cells in the encoder of TAE, i.e., \(h \in \mathbb{R}^{D \times T}\), and \(h = [h_1, h_2, ..., h_T]\) is then fed into the decoder of TAE i.e., LSTM-D, to reconstruct the raw data \(X\) by decoding, where \(X \in \mathbb{R}^{S \times T}\) is the reconstructed signal from the TAE decoder based on \(h\). The parameters of the TAE (e.g., \(\theta^{\text{te}}\)) are optimized by minimizing the MSE reconstruction error via Adam. Similar to the spatial autoencoder, we use \(P\) patients in the training process. Thus, the parameters of TAE are iteratively updated and trained with \(P\) data samples.

2.3. Stacking Spatial and Temporal Autoencoders

As motivated by [10], the two types of autoencoders described above can be stacked together to learn deeper feature representations from both spatial and temporal domains. We use STAE to represent the stacked autoencoders, where a TAE is attached after a SAE (see Figure 2). In the SAE model, the data \(X\) is passed into a SAE to learn spatial representations denoted by \(Y\), and then \(Y\) is passed into a TAE in the next stage to learn temporal representations, denoted by \(h\). The autoencoder at each stage of the model is trained and optimized individually. Similar to STAE model, we use TSAE to denote a model which stacks a TAE and an SAE. In this TSAE architecture, the temporal representation \(h\) generated by TAE is passed into a SAE to further learn the spatial representation \(Y\). To examine the effectiveness of such hybrid stacked autoencoder models in learning feature representations, single-type autoencoder models (e.g., SAE and TAE) are also constructed as baselines for comparison.

3. Performance Evaluation

Officially, our team, Kent Ridge AI (ranked 77th), obtained a utility score of -0.164 on the full test set for the 2019 PhysioNet Challenge. The following section outlines our methods, and intermediate training performance.

Dataset: Within the PhysioNet 2019 Challenge dataset
[11], we note that many features (e.g., SaO2) contain more than 90% of values which are missing. For these, we impute with their corresponding latest historical values. Additionally, to perform earlier prediction at 12 hours, we shift the sepsis label ahead by another 6 hours. Finally, we normalize the dataset to be within the range 0 to 1, and resample using a window of length 2. We note that during evaluation, we may encounter the case where only a single timestamp is given; for such a case, we double the given timestamp and reshape it into a new size of length 2.

**Experimental Setup:** The dataset is randomly partitioned into 5-folds on the patient-level, such that 80% of data is used for training, and 20% is used for evaluation. The Spatial-Autoencoder (SAE) and Temporal-Autoencoder (TAE) are constructed and trained with their corresponding latest historical values. Both LSTM-E and LSTM-D contain only one hidden layer with a total of $P$ and $Q$ neurons respectively. We note that $P$ determines the output size of SAE and set it to a size of 10. Similarly, both LSTM-E and LSTM-D contain only one hidden layer with a total of $M$ and $N$ neurons, respectively. We note that $M$ determines the output size of TAE, and we set it to be 20. Additionally, the value of $Q$ and $N$ depends on the input size of SAE and TAE respectively.

**Experimental Results:** In this section, we report intermediate training performance, in the form of accuracy, Precision, Recall, and F1-Score values averaged over 10 runs. These intermediate training results are displayed in Table 1. With the random forest model, the results learnt by the TSAE architecture achieves the highest training classification accuracy among all feature sets learned by different feature learning methods, and it also outperforms the raw data. Using the TSAE feature set, we report an intermediate training accuracy of 77.2%, which is about 5.8% and 2.8% higher than using the feature sets extracted from the single-type autoencoder model, i.e., SAE and TAE models for classification respectively. Similar observations can also be seen with decision tree and logistic regression models. Moreover, the AUC-ROC and F1-score achieved by TSAE feature set are generally higher than feature sets learned by other baseline feature learning models and the raw data with all three different classifiers. Moreover, we test the TSAE model on a subset of the hidden test data in one of the submission rounds in the PhysioNet Challenge, resulting in an intermediate training score of -0.046. For the official 2019 PhysioNet Challenge, our team (Kent Ridge AI) ranked 77th and obtained a utility score of -0.164 on the full test set.

### 3.1. Analysis of STAE and TSAE

The TSAE model outperforms the SAE model because the temporal autoencoder in TSAE can also capture spatial correlations of the raw data. When $x_\tau \in \mathbb{R}^D$ and $h_{\tau-1} \in \mathbb{R}^D$ are passed into the gates in LSTM, the total number of inputs are summarized and re-represented as $D$ hidden units in the network. Therefore, the output from the hidden state of a LSTM cell at time stamp $\tau$, $h_\tau \in \mathbb{R}^D$ demonstrates some learnt spatial dependencies in $x_\tau$. Thus, the structure of TSAE is similar to stacking one temporal autoencoder and two spatial autoencoders together (i.e., one strong and one weak spatial autoencoders). This structure has more capability to capture spatial correlations. Moreover, the temporal autoencoder in TSAE captures important temporal information. Therefore, TSAE has a better classification performance than SAE feature sets.

This rationale also applies to the comparison between TSAE and TAE. The spatial autoencoder in TSAE captures spatial correlations, and the temporal autoencoder has ability to learn certain spatial correlations at the same time, whereas TAE only has limited capabilities to learn spatial correlations. The TSAE is more effective in learning useful feature representations from both spatial and temporal domains, as compared to a structure only constructed by a single-type autoencoder.

While combining the SAE model and TAE model to construct a hybrid feature learning model (i.e., STAE and TSAE), the order of stacked autoencoders is important, as is affects the classification performance of the extracted feature sets. With the PhysioNet Computing in Cardiology Challenge dataset, the feature set extracted by TSAE model is better than the feature set extracted by the STAE model. This is demonstrated in the decision tree model. A similar pattern can also be seen in AUC-ROC and F1-scores in all three classifiers. In this case, we suspect that the order of stacking different types of the autoencoders is contingent on the dataset used, which strongly depends on the amount of spatial and temporal information in the data. For this dataset, we compute correlations, obtaining a spatial correlation value of 0.37 and a temporal correlation...
value of 0.95. As the temporal value is much higher, we find that it is more effective to first extract temporal dependency in the data. Conversely, learning spatial information first would potentially destroy the initial strong temporal dependencies in the data.

4. Reflections

In this paper, we suggest using a spatio-temporal autoencoder to better predict sepsis at an early stage, which had demonstrated promising results on other datasets [15]. However, we acknowledge that our method had not been successful in the PhysioNet Challenge, and suspect that the poor performance was linked to our data pre-processing methods. To improve the predictive performance of our model, we propose the use of feature selection methods on the raw dataset to select a subset of relevant features [16]. Additionally, capturing additional information in the temporal domain will be helpful to capture the change in feature value progression over time. For this, we suggest the use of trend features, where we take the difference between feature values from a past time point, and feature values from the next time point.
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