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Abstract

The PhysioNet/Computing in Cardiology Challenge fo-
cused on the early detection of sepsis from clinical data.
A total of 40,336 patient records from two distinct hos-
pital systems were shared with participants while 22,761
patient records from three distinct hospital systems were
sequestered as hidden test sets. Each patient record con-
tained up to 40 measurements of vital sign, laboratory, and
demographics data for over 2.5 million hourly time win-
dows and over 15 million data points. We used the Sepsis-3
clinical criteria to define the onset time of sepsis.

We challenged participants to design automated, open-
source algorithms for predicting sepsis 6 hours before clin-
ical recognition of sepsis. We developed a novel, clinical
utility-based evaluation metric to assess each algorithm
that rewards early sepsis predictions and penalizes late or
missed predictions and false alarms.

A total of 104 teams from academia and industry sub-
mitted a total of 853 entries during the official phase of the
Challenge. We accepted 90 abstracts based on Challenge
entries for presentations at Computing in Cardiology. We
also compared entries to ensure that approaches from dif-
ferent teams remained independent. This article presents
our analysis and discusses the implications of the Chal-
lenge for early sepsis predictions and related sequential
prediction tasks.

1. Introduction

The PhysioNet/Computing in Cardiology Challenge is
an international competition for open-source solutions to
complex physiological signal processing and medical clas-
sification problems [1]. In 2019, the Challenge’s 20th year,
we asked participants to develop automated techniques for
the early detection of sepsis from clinical data [2].

Sepsis is a life-threatening condition that occurs when
the body’s response to infection causes tissue damage, or-
gan failure, or death [3–5]. Nearly 1.7 million people de-
velop sepsis and 270,000 die from sepsis each year in the
U.S., and an estimated 30 million people develop sepsis
and 6 million people die from sepsis each year globally
[6]. In the U.S., managing sepsis is more expensive than
any other health condition, where expenses exceed $24 bil-
lion annually or 13% of costs. Altogether, preventing and
treating sepsis is a major public health issue with consid-
erable morbidity, mortality, and healthcare costs [7–10].

Early detection and intervention are critical for improv-
ing outcomes of septic patients; each hour of delayed treat-
ment is associated with 4-8% higher mortality [11, 12].
However, despite the introduction of new clinical crite-
ria for recognizing sepsis [3–5], the fundamental need for
early detection and treatment of sepsis remains unmet [13].

Computational approaches promise to improve early
sepsis detection. Such approaches typically apply machine
learning techniques to clinical data to make real-time pre-
dictions up to a day before clinical recognition of sepsis;
see [14–16] for examples. However, these algorithms fre-
quently address subtly different problems and are devel-
oped and tested in different patient cohorts with labels de-
termined using different clinical criteria. We provided a
common problem using multiple datasets and the same
criteria for sepsis. Moreover, adequately describing such
algorithms is a difficult task in a standard journal article.
We encouraged participants to release their code in repro-
ducible containers under open-source licenses. Finally,
different studies often use varied evaluation metrics, and
these metrics typically do not reward algorithms that facil-
itate early sepsis detection and treatment. We designed a
novel metric that addresses this issue and could be gen-
erally applicable to infrequent events in sequential pre-
diction tasks. Therefore, while computational approaches
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demonstrate a potential for early sepsis predictions, the
limits of such approaches remain unknown. The Phys-
ioNet/Computing in Cardiology Challenge 2019 provides
an opportunity to address these issues.

To discourage teams from designing algorithms with
limited applicability, we imposed three key constraints on
participants. First, we posted data from two separate hos-
pital systems and sequestered data from a third system so
that algorithms that overfit on the shared databases would
underperform on the third database. Second, each team’s
algorithm was scored only once on the third database,
preventing sequential training on the hidden data. Third,
we evaluated the similarity between algorithms to identify
teams that attempted to circumvent the rules by repeated
scoring.

2. Challenge Data

2.1. Data Source

We sourced data for the Challenge from three geograph-
ically distinct U.S. hospital systems with three different
electronic medical record (EMR) systems. These data
were collected over the past decade with approval from the
appropriate Institutional Review Boards. We deidentified
and posted the data and labels for 40,336 patients from two
of the three hospital systems as public training sets and se-
questered the data and labels for 22,761 patients from three
hospital systems as hidden test sets.

The Challenge data consist of 40 clinical variables, in-
cluding 8 vital sign summaries, 26 laboratory values, and
6 patient descriptions; [2] provides a detailed discussion of
the data.

2.2. Expert Labeling

We labeled the data using the Sepsis-3 clinical criteria
[3–5]. For each septic patient, we identified three time
points:
• tsuspicion: Clinical suspicion of infection is the earlier of
intravenous (IV) antibiotics and blood cultures within a
specified duration. If IV antibiotics were given first, then
the cultures must have been obtained within 24 hours. If
cultures were obtained first, then IV antibiotic must have
been ordered within 72 hours. IV antibiotics must have
been administered for at least 72 consecutive hours.
• tSOFA: Occurrence of organ failure as identified by a
two-point increase in the Sequential Organ Failure Assess-
ment (SOFA) score within a 24-hour period.
• tsepsis: Onset of sepsis is the earlier of tsuspicion and tSOFA
as long as tSOFA occurs no more than 24 hours before or 12
hours after tsuspicion.

Septic patients have tsepsis <∞, and non-septic patients
have tsepsis =∞.

3. Challenge Objective

The goal of this Challenge is the design of algorithms
for early predictions of sepsis using routinely available
clinical data. We asked participants to design and imple-
ment working, open-source algorithms that can, based only
on the provided clinical data, automatically identify a pa-
tient’s risk of sepsis and make a positive or negative pre-
diction of sepsis for every hourly time window in the pa-
tient’s clinical record. In particular, we asked participants
to predict sepsis at least 6 hours but no more than 12 hours
before the onset of sepsis according to Sepsis-3 clinical
criteria. To evaluate each algorithm, we designed a clini-
cal utility-based scoring metric that prioritizes algorithms
that make actionable predictions. The winners of the Chal-
lenge are the team whose algorithm gives predictions with
the highest utility score on a hidden test set containing pa-
tient records from three hospital systems.

4. Challenge Scoring

We evaluated each algorithm’s predictions using a novel
metric that we created for this Challenge. To better cap-
ture the clinical utility of sepsis detection and treatment,
this metric rewards algorithms for early sepsis predictions
in septic patients, and it penalizes algorithms for late or
missed sepsis predictions in septic patients and for sepsis
predictions in non-septic patients.

Each algorithm makes a binary sepsis prediction for
each hourly time window of each patient’s record. We de-
fine a score for each prediction and aggregate these scores
over all hourly time windows in all patient records to pro-
vide a score for the algorithm on a dataset.

Let x(s, t) = 1 indicate a positive sepsis prediction for
patient s at time t and x(s, t) = 0 otherwise, and let δ(s) =
1 if patient s is eventually septic and δ(s) = 0 otherwise.
We define a utility score

U(s, t) =


UTP(s, t), x(s, t) = 1, δ(s) = 1,

UFP(s, t), x(s, t) = 1, δ(s) = 0,

UFN(s, t), x(s, t) = 0, δ(s) = 1,

UTN(s, t), x(s, t) = 0, δ(s) = 0,

(1)

where UTP(s, t), UFP(s, t), UFN(s, t), and UTN(s, t) are il-
lustrated in Fig. 1 for an example septic patient with sepsis
onset tsepsis = 48 and an example non-septic patient; the
times in the plot are given as examples.

We compute a total utility score

Utotal =
∑
s∈S

∑
t∈T (s)

U(s, t) (2)

for each algorithm and normalize it to define a normalized
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Figure 1. Utility of positive and negative sepsis predic-
tions for septic (top) and non-septic (bottom) patients at
each hourly time window in a patient’s record; sepsis on-
set tsepsis = 48 is given for an example septic patient.

utility score

Unormalized =
Utotal − Uno predictions

Uoptimal − Uno predictions
(3)

so that an optimal algorithm achieving the highest possible
score receives a normalized score of 1 and a completely
inactive algorithm that makes only negative predictions re-
ceives a normalized score of 0.

Each team was allowed five scored submissions during
an unofficial phase of the Challenge from 8 February 2019
to 19 April 2019 and ten scored submissions during an of-
ficial phase from 25 April 2019 to 25 August 2019. Each
algorithm received a normalized utility score (3) on the test
set from hospital system A. The algorithm with the highest
normalized utility score on the full test set from all three
hospital systems wins.

4.1. Challenge Scoring Mechanism

Participants were required to submit their sepsis predic-
tion algorithms through a cloud-based submission system.
This approach encouraged reproducibility and gave partic-
ipants the ability to validate their algorithms on real-world
data without releasing the sequestered test data.

The submission system used containers that were or-
chestrated, as pipelines, on Google Cloud. Participants
packaged their entries in Docker containers, and the sub-
mission system created a pipeline with the entry and our
scoring function that it launched on Google Cloud.

Each entry was run in a virtual machine with 2 CPUs
and 12 GB of RAM, and each entry was allowed 24 hours
of run time on each hidden test set.

5. Results

A total of 104 teams from academia and industry sub-
mitted a total of 853 entries during the official phase of
the Challenge with 430 successful entries from 88 teams.
Each successful entry received its score on the test data for
hospital system A, and each team nominated its favorite
successful entry for evaluation on the test data for hospital
systems B and C. Table 1 summarizes the teams with the
highest-scoring entries. Unsurprisingly, algorithms gener-
ally performed worse on test data from hospital system C
than hospital systems A and B.

6. Discussion

The PhysioNet/Computing in Cardiology Challenge
2019 asked participants to develop automated, open-source
algorithms for the early detection of sepsis from clinical
data. We assembled 63,087 patient records from three hos-
pital systems. By posting data from two hospitals publicly
and sequestering data from all three hospitals, we provided
participants the opportunity to create training methodolo-
gies that do not overfit to one medical center. The third
hidden database provided a strong indication of how well
participants had accomplished this critical task.

We proposed and used a novel evaluation metric that
captures the clinical utility of early sepsis detection,
weighted by the relative “earliness” or “lateness” of the
prediction. This metric could be considered for wider
adoption in clinical care because it does not suffer from
many of the problems of current metrics that either assume
a one-shot decision (accuracy, F -measure, etc.) or no de-
cision threshold (area under the curve metrics).

These efforts provide a more complete picture of how
algorithms can provide early sepsis predictions.
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Rank Team Final Score Score A Score B Score C
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Noriji Kato
0.337 0.401 0.407 -0.094

* Meicheng Yang, Hongxiang Gao, Xingyao Wang, Yuwen Li, Jianqing Li, Chengyu Liu 0.364 0.430 0.422 -0.048

Table 1. Clinical utility scores for the teams with the five highest scores on the full test set from hospital systems A, B,
and C (Final Score) as well as their scores on the separate test sets from hospital systems A, B, and C (Score A, Score B,
and Score C, respectively). * denotes the highest-scoring unofficial entry.
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