Automated Comprehensive Interpretation of 12-lead Electrocardiograms Using Pre-trained Exponentially Dilated Causal Convolutional Neural Networks
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Abstract

Correct interpretation of the electrocardiogram (ECG) is critical for the diagnosis of many cardiac diseases, and current computerized algorithms are not accurate enough to provide automated comprehensive interpretation of the ECG. This study aimed to develop and validate the use of a pre-trained exponentially dilated causal convolutional neural network for interpretation of the ECG as part of the 2020 Physionet/Computing in Cardiology Challenge. The network was pre-trained on a physician-annotated dataset of 254,044 12-lead ECGs. The weights of the pre-trained network were partially frozen, and the others were finetuned on the challenge dataset of 42,511 ECGs. 10-fold cross-validation was applied and the best performing model in each fold was selected and used to construct an ensemble. The proposed method yielded a cross-validated area under the receiver operating curve (AU-ROC) of 0.939 ± 0.004 and a challenge score of 0.565 ± 0.005. Evaluation on the hidden test set resulted in a score of 0.417, placing us 7th out of 41 in the official ranking (team name UMCUVA). We demonstrated that an ensemble of exponentially dilated causal convolutional networks and pre-training on a large dataset of ECGs from a different country and device manufacturer performs excellent for interpretation of ECGs.

1. Introduction

The 12-lead electrocardiogram (ECG) is a fundamental diagnostic tool in clinical practice and used to diagnose a wide range of possibly life-threatening cardiac abnormalities. Automated diagnosis of the ECG could be of great support in clinical practice, especially when expert knowledge is not readily available.

Conventional computerized algorithms that use handcrafted features have not been able to reach sufficient accuracy for automated comprehensive ECG interpretation and overreading by a physician remains necessary [1]. Recent studies have shown promising results using deep neural networks (DNNs) for comprehensive automated ECG interpretation [2–4]. However, these approaches use proprietary datasets or limited publicly available datasets, provide no comparison with existing architectures and only classify a small selection of diagnoses. The PhysioNet/Computing in Cardiology Challenge (CinC) 2020 aimed to address this problem by providing a large dataset of publicly available ECGs, in which participants submitted open-source algorithms which were compared on a hidden test set [5].

Different DNN architectures have been proposed for the automated interpretation of ECGs, but exponentially dilated causal convolutions have never been used [4]. These convolutions have the advantage that they take the temporal nature of the ECG into account, while efficiently learning long-range dependencies in time series [6]. Furthermore, other works have discussed the prospects of using large task-related ECG datasets to pre-train ECG classifiers for transfer learning [7]. In this study, we propose a combination of transfer learning and an exponentially dilated causal convolutional network for automated comprehensive interpretation of the ECG.

2. Methods

2.1. Challenge Data

The training and hidden testing datasets combined raw ECG data from five different sources in China, Russia, Germany, and the United States and are described in detail in the PhysioNet/CinC 2020 challenge paper [5]. The training dataset consisted of 42,511 12-lead ECGs,
of which 32,181 ECGs were 10-second length, while the remaining 10,330 ECGs were varying between 6 and 10 seconds. For the latter, only the first 10 seconds were extracted for ECGs with a duration greater than 10 seconds. ECGs with a length shorter than 10 seconds were zero-padded per training batch. All ECGs were resampled to 500 Hz using linear interpolation. All ECGs were interpreted and annotated using one or more of the 111 SNOMED-CT codes for ECGs. For the challenge only the 27 most prevalent codes were used, of which three pairs regarding right bundle branch block, premature atrial contraction, and premature ventricular contractions, were considered equivalent. Therefore, 24 classes were used for training.

2.2. Pre-training Data

We investigated the application of transfer learning using a dataset acquired by the University Medical Center Utrecht (UMCU). The dataset consisted of 254,044 500 Hz-sampled 10-second 12-lead ECGs from patients between 18 and 85 years old, recorded using the General Electric MAC 5500 Resting ECG acquisition and analysis system (GE Healthcare, Chicago, IL, USA). All ECGs were systematically annotated by a physician as part of the regular clinical workflow. These free text annotations were structured using a text mining algorithm as described before and mapped to the 24 classes in the challenge dataset [3]. We constructed a randomly sampled UMCU test dataset of 16,698 ECGs to evaluate the resulting DNN during the pre-training process. Table 1 lists the 24 classes and the corresponding number of ECGs present in the CinC and UMCU training dataset.

2.3. Model Architecture

We constructed a deep convolutional neural network with 1-dimensional exponentially dilated causal convolutions (Causal CNN, Figure 1). Based on the method described by Franceschi et al. [8], we built an architecture composed of several causal convolutional blocks, transforming the $12 \times L$-sized ECG data to 216 $L$-dimensional feature maps, where each point in a feature map is based on a history of 383 sample points, including itself. Subsequently, we employ a 1-dimensional adaptive max pooling layer to squeeze the temporal dimension resulting in a 216-dimensional representation, followed by a 216-to-24 linear layer with sigmoid activation to allow for multi-label classification. Each causal convolution block consists of a combination of causal convolutions, weight normalizations, leaky ReLUs and residual connections. The causal convolution is a result of first applying a convolution and thereafter truncating the output, to remove future timepoints. The residual connection is only used when up-
sampling the number of input channels. The dilation parameter used in the causal convolutional layer is doubled in each subsequent causal convolution block from 1 to 64. The first convolutional layer transforms 12 input channels to 108 output channels and thereafter the number of channels is kept constant at 108 for the first six consecutive causal convolution blocks. The seventh causal convolution block used 216 output channels in the causal convolution layers. All causal convolutions used a kernel size of 3. The kernel size and the number of causal convolution blocks were selected such that the resulting receptive field would be sufficient to capture the normal duration of a cardiac cycle from P-wave onset to T-wave offset, namely 383 sample points or an equivalent duration of \(383 \cdot 2ms = 766ms\) at 500 Hz. As a result of employing causal convolutions and subsequently max pooling, the length of the input can be variable.

### 2.4. Model Training & Inference

We first trained the architecture for multi-label classification of the 24 classes using the UMCU training dataset that is described in Section 2.2. We applied 10-fold iterative stratification for multi-label data [9] to obtain 10 differing training and test splits of the challenge dataset described in Section 2.1. The parameters in some of the first causal convolution blocks of the final pre-trained model were frozen and only the remaining parameters of the model were trained further. This resulted in a set of 10 models, which were used during inference to obtain final probability scores by computing the mean over the individual model probability outputs. All ECGs for inference were resampled to 500 Hz using linear interpolation and the full length (up to 10 seconds) was used.

We optimized the network parameters of the architecture using a weighted focal loss function to handle class imbalance, and Adam as the optimization algorithm [10, 11]. We assigned a weight to the positive samples of each class equal to the class imbalance ratio to force equal attribution to the loss of both class samples. These weights were multiplied by a factor between 0 and 1, to be able to optimize the influence of weighting between no weighting and full weighting. The used batch size was 128. Early stopping was performed when the CinC challenge metric score on the corresponding evaluation dataset had not increased for five consecutive epochs.

Hyperparameters of the model were selected using manual tuning. We assessed pre-training and different values for the learning rate, number of frozen blocks, gamma value of the focal loss and the weighting factor. The model with the highest mean challenge metric over the cross-validation results was chosen. The final model used pre-training with 5 frozen blocks, a learning rate of 0.001, gamma of 2 and weighting factor of 0.5. All model training processes, and the architecture as described in Section 2.3 were implemented using the PyTorch package (version 1.3).

### 2.5. Statistical analysis

Overall algorithm discriminatory performance was assessed using the macro-averaged area under the receiver operating curve (AUROC), class-specific AUROCs, and the CinC challenge metric [5]. Cross-validation performance results are presented with the standard deviation. All statistical analyses were performed using Python (version 3.7).

### 3. Results

The obtained cross-validation performance results of the Causal CNN with pre-training and without pre-training and various hyperparameter values are presented in Table 2. The best approach with five frozen blocks had an AUROC cross-validation score of 0.939 ± 0.004. The final AUROC and CinC challenge metric of this approach on the hidden CinC test set were 0.915 and 0.417, respectively, achieving place 7 out of 41 in the official ranking (team name UMCUVA). The challenge metric ranged from 0.298 to 0.643 across the four different hidden test sets. The AUROC ranged from 0.751 to 0.992 for the different diagnoses, with the worst performance for T-wave inversions, T-wave abnormalities and premature ventricular complexes and the best performance for sinus tachycardia, pacing and sinus bradycardia.

### 4. Discussion

In this study we demonstrated that an ensemble of exponentially dilated causal convolutional networks performs excellent for comprehensive multi-label interpretation of 12-lead ECGs. In addition, we showed that pre-training on

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Cross-validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>pre-train</td>
<td>frozen</td>
</tr>
<tr>
<td>no</td>
<td>0</td>
</tr>
<tr>
<td>yes</td>
<td>5</td>
</tr>
<tr>
<td>yes</td>
<td>6</td>
</tr>
<tr>
<td>yes</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2. 10-fold cross-validation performances on the CinC dataset of Causal CNN variants using different hyperparameter value combinations. The hyperparameters \textit{pre-train}, \textit{frozen}, and \textit{lr} indicate whether the model was pre-trained on the UMCU dataset, the number of consecutive causal convolutional blocks for which the parameters were frozen, and the learning rate, respectively.
a large dataset of ECGs is feasible and improves accuracy when trained on a relatively small dataset. This is the first study to use exponentially dilated causal convolutional networks for an ECG classification task. Other works on ECGs have examined the usage of CNN-based architectures that are developed for classification of images [2–4]. However, the application of exponentially dilated causal convolutions is more sensible for time series, such as ECGs, as they take the temporal nature of the data into account and use increasing receptive fields from which ECG features could be extracted [8]. Earlier studies showed that this technique outperforms recurrent neural networks, another technique that allows for increasing receptive fields, in terms of both efficiency and prediction performance [6]. Furthermore, Strodthoff et al. [7] have shown that transfer learning can be applied to improve ECG classifiers. Likewise, we have demonstrated that transfer learning, using the data available at the UMCU, is a dataset recorded using a different ECG device and acquired from an ethnically and geographically different population, can be effective for improving ECG classification.

This study has several limitations to address. Although our proposed neural network allows for ECG input of variable length, this study only used ECGs of maximum 10 seconds. It may be interesting to further investigate the application of training on ECGs of variable duration. Moreover, instead of zero-padding samples shorter than 10 seconds, one may consider constructing mini-batches of ECGs with similar lengths. Furthermore, we only assessed the focal loss method with different gamma values and weighting factors to account for the severe class imbalance in this dataset. However, discriminatory performance is still worse in the smaller classes. Overall performance might be improved by implementing other methods to combat class imbalance, and by including ECGs of differing sampling rates to the training data. The PhysioNet/CinC 2020 dataset is a step towards development of deep-learning based automated comprehensive ECG interpretation algorithms. Unfortunately, the dataset included too few ECGs for the majority of the 111 available classes, and attention was primarily towards the 24 classes evaluated in this study. Future studies should focus on gathering sufficient data of rare ECG diagnoses to provide completely comprehensive ECG interpretations.

5. Conclusion

A combination of transfer learning and exponentially dilated causal convolutions shows excellent performance for comprehensive interpretation of 12-lead ECGs. Our algorithm had a CinC challenge metric score of 0.417 and achieved place 7 out of 41 in the official ranking (team name UMCUVA).
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